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5.1

MSIS-86 Empirical Model Status and Future Directions
by A. E. Hedin (NASA/GSFC) for AFGL workshop Oct. 20-22, 1987

I. Introduction

Empirical models of the upper atmosphere can be divided into several historically
related series (Fig. 1). The US Standard Atmospheres trace back to early efforts to
establish atmospheric standards by the International Civil Aviation Organization (ICAO)
and the Air Research and Development Command (ARDC) of the U. S. Air Force, starting
before the era of satellite measurements. These models provide altitude profiles of
temperature and density for one or a small number of piaces and geophysical conditions
taken to be typical or average for the atmosphere. They are neither intended nor suitable
for detailed comparison with satellite or rocket data taken globally and under a wide
variety of conditions.

The Committee on Space Research (COSPAR) has issued a series of COSPAR
International Reference Atmospheres (CIRA) which essentially adopted previously published
models.

With the detection of atmospheric drag effects in early artificial satellites,
data became available which led to the well known series of Jacchia models. The J65 model
was the earliest comprehensive global model based on satellite drag (orbital decay) and
had a lower boundary at 120 km. This model was the first to include the principal types
of thermospheric density variations and, unlike the standard atmospheres, provides an
approximation to the true spatial and temporal variations of the thermosphere. While drag
based models use temperature and composition as intermediate parameters for the
calculation of total density, these intermediate parameters may be in error since drag
data provide no direct information on composition and temperature. The J77 model
introduced separate pseudo-temperatures for each constituent, but this significant
artificial complication was only partially successful in reproducing composition
variations.

The OGO-6 satellite mass spectrometer launched in 1969 provided the first
extensive measurements of the densities of molecular nitrogen, atomic oxygen, and helium
In the thermosphere. Their sum provides an independent determination of total density.
The observed variations in composition were quite different from the Jacchia model
predictions and led to a new approach to represent the observed variability. The ground
based incohere=A scatter measurements of temperature were subsequently combined with the
In situ comp measurements in the MSIS (Mass Spectrometer and Incoherent Scatter)
models to prL ... composition and temperature as well as total density predictions of
equivalent accuracy for various geographical, temporal, and solar conditions. The latest
model, MSIS-86, was chosen for CIRA 1986, but publication of CIRA 1986 has been delayed.

The database for MSIS-86 (Fig. 2) consists of composition, temperature, and
density data from scientific satellites with in situ thermospheric mea3urements as well as
rockets (for the lower thermosphere) and ground based incoherent scatter stations. The
predicted thermospheric variability between 100 and 300 km will be illustrated for the
principal variations. Solar EUV, as represented by the average F10.7 cm flux, has the
largest single influence on the thermosphere (Fig. 3 shows log base e variations for total
density) with a factor of 5 from solar minimum to maximum at 300 km. Variations
correlated with short term F10.7 variations (daily minuts mean) are about one third as
large. Magnetic activity variations can be almost as large as EUV variations (Fig 4 for
Ap-100). Differences between pole and equator are relatively small in total density. Under
quiet magnetic conditions (Fig. 5) latitude variations in the upper thermosphere are very
small (5%). Global annual and semiannual variations are about plus or minus 20% (Fig. 6)
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but do not vary strongly with altitude. Daily variations are of the same order of
magnitude (Fig. 7) but change amplitude and period with altitude such that seriidiurnal
variations are more important in the lower thermosphere (a fact not included in Jacchia's
models) and the diurnal amplitude grows with altitude. Pure seasonal variations (Fig. 8)
are somewhat smaller than daily variations in the upper thermosphere. The magnetic pole
rotating around the geograpnical pole produces UT variations (Fig. 9) on the order of 5%
in total density and longitudinal variations are the same order or smaller. In all cases
except the EUV and global annual/semiannual variations, the temperature and composition
variations are much larger than the total density variations with out of phase behavior
(not realized before mass spectrometer measurements) of various constituents resulting in
smaller net effects.

I1. Present accuracy

Comparisons of measured total densities with various models (Fig. 10 showing
standard deviations and Fig. 11 showing absolute differences, both in terms of log to base
e) indicates a general accuracy of 15% in the 200 to 400 km range with somewhat better
accuracy down to 150 km and 25 to 30% at higher altitudes. With some exceptions,
inter-model differences are small and not of great significance.

The data set labeled Jacchia drag, for instance, consists of densities determined
from orbital decay by the Smithsonian group and were used in generating the Jacchia models
but not the MSIS models. The comparison results point to both consistency (within 15%)
between two quite different techniques (mass spectrometer and drag) and between two
different time periods, since the drag data generally come from a much older time period
than the mass spectrometer measurements. While total density predictions have improved
relatively little, if at all, the predictions of composition and temperature have improved
dramatically.

Turning to the AE-C OSS mass spectrometer measurements, these were a major factor
in generating MSIS-77 and the fit here is quite good (10%) but gets worse for the later
models where later data became more important However, the fit for the Jacchia drag data
got better between MSIS-77 and MSIS-86 illustrating that the more diverse database for
MSIS-86 did help provide a better fit for the rather diverse Jacchia data set Thus more
data certainly does help to provide better overall predictions in a statistical sense, but
may not help for a particular narrow data set unless new insights are gained.

One possibility to go beyond the currernt accuracy limit is to discover new
systematic variations. Comparisons of the Jacchia drag data with MSIS-86 and J70 (Fig. 12
and 13), for example, show systematic variations F10.7 (difference between daily and mean)
which suggest the opportunity for improvement However, note that even if these plots
were flat the standard deviation (as shown by the error bars for the binned data) would
still be quite large. There is unlikely to be any single simple undiscovered systematic
variation that is going to make a. dramatic 4•ifference in our predictive capability, but a
number of small improvements may make a significant cumulative effect

Comparisons of the Jacchia drag data with MSIS-86 over the course of years (Fig.
14, 15, and 16) show evidence that the global annual/semiannual variation is not the same
from year to year (note 1967 and 1968). This is a well known phenomena and is not
understood. The dominant source for the semiannual variation is not known. Gaining a
better understanding of the sources may lead to better predictive capabilities. Until
that day it is clear that the best model we c-.n make now from a given data set may not
predict next years density correctly if the semiannual variation changes

The AE-C OSS (mass spectrometer) and MESA (accelerometer) data both have smali
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systematic differences with the MSIS-86 model as a function of latitude (Fig. 17 and 18)
which are not identical. The instrument ratios (Fig. 19) vary with latitude on the order
of 10 to 15%M No model can be better than 15% unless we understand the source of these
technique differences. AE-D data (Fig. 20) show similar effects.

It is possible that the instrumental differences noted above are caused by wind,
although this is by no means certain. In any case, it is clear that large winds blow in
the pclar region (Fig. 21 illustrates winds for a quiet equinox day from an empirical
model being developed. The plot grid is too coarse to show the largest polar winds.) and a
200 m/sec wind has a 5% effect on drag and a 2.5% effect on a mass spectrometer density
measurement Winds around 400 m/sec are not atypical in the quiet polar thermosphere and
much larger during storms. Little has been done to this point to correct density
measurements or to correct drag force calculations given a model. Note that to some
degree an empirical density model will average out wind errors if the measurements are
made under sufficiently diverse conditions, but standard deviations may be correspondingly
high.

Ill. Directions for improvement

The causes for the current accuracy limit in density predictions seem to be
diverse, ranging from uncertainty in absolute measurements and differences between
techniques, to complex systematic variations yet to be discovered, to natural variability
in the thermosphere and its variations (e.g. semiannual) which we may or may not be able
to easily predict, and to short time .cale aperiodic forcing (e.g. magnetic storms) which
may be better predicted by theoret'cal models if the true spatial and temporal variability
of the energy input can be measured and specified. Wave activity will provide an ultimate
fk0or o01 point predictions on the order of 5/o .I the upper thernmosphere, depending on
latitude, and to an unknown degree in the lower thermosphere. Significant improvement will
only come from a multifaceted attack (Fig. 22) which must involve further analysis of old
measurements as well as new measurement programs since without measurements to the
required accuracy and a complete specification of wave activity, there is no appropriate
standard for model improvements.



Historical Developmenu of Empirical Thermosphere Models

Primarily Total Density Data Primarily Temp. & Comp. Data

Y tar from Satellite Drag from Ground and li-situ Instr.
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Overall Standard Deviation (magnetically quiet) (preliminary)

Alt Pts MSIS-86 MSIS-83 MSIS-77 J77 J70
---------------------- ----- -------- -------- -------- -------- --------

Jacohia 200-400 3197 .15 (1) .16 (2) .18 (3) .15 (1) .16 (2)
drag 400-800 6516 .26 (2) .26 (2) .29 (3) .25 (1) .26 (2)

800-1200 3386 .27 (3) .26 (2) 30 (4) .29 (3) .22 (1)

Barlier 120-200 1050 .22 (1) .23 (2) .22 (1) .22 (1) .23 (2)
drag 200-400 476. .20 (1) .20 (1) .21 (2) .21 (2) .21 (2)

400-800 1447 .31 (1) .31 (1) .33 (3) .32 (2) .31 (1)

AE-C MESA 120-200 5746(.25) .16 (2) .16 (2) .15 (1) .18 (3) .18 (3)
aooel 200-250 6101(.55) .21 (1) .21 (1) .21 (1) .21 (1) .21 (1)

* AE-C OSS 120-200 6447(.65) .12 (2) .12 (2) .10 (1) .13 (3) .13 (3)
ms 200-390 6279(.2) .14 (1) .14 (1) .14 (1) .15 (2) .16 (3)

AE-D MESA 120-200 11024(.7) .15 (2) .15 (2) .14 (1) .15 (2) .14 (1)
acoel 200-250 4399 .18 (1) .19 (2) .18 (1) .18 (1) .18 (1)

AE-D OSS 120-200 11787 .11 (1) .11 (1) .11 (1) .13 (2) .11 (1)
ms 200-390 10923(.75) .17 (1,) .18 (2) .18 (2) .17 (1) .17 (1)

1-9 1-5 1-8 1-6 1-7
2-4 2-9 2-2 2-5 2-4
3-1 3-0 3-3 3-3 3-3
4-0 4-0 4-1 4-0 4-0

Fig. 10
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Overall mean (magnetically quiet) (preliminary)

Alt Pts MSIS-86 MSIS-83 MSIS-77 J77 J70

Jacohia 200-400 3197 -. 05 (3) -. 05 (3) -. 21 (4) -. 03 (1) -. 04 (2)
drag 400-800 6516 -. 05 (1) -. 06 (2) -. 23 (3) -. 05 (1) -. 06 (2)

800-1200 3386 .04 (2) .04 (2) -. 04 (2) -. 03 (1) -. 05 (3)

Barlier 120-200 1050 .02 (1) -. 03 (2) -. 02 (1) -. 04 (3) -. 07 (4)
drag 200-400 4761 .04 (3) .02 (1) -. 06 (4) -. 04 (3) .03 (2)

400-800 1447 .10 (2) .10 (2) -. 04 (1) .10 (2) .15 (3)

AE-C MESA 120-200 5746(.25) .11 (3) .11 (3) .05 (2) .05 (2) .00 (1)
aecel 200-250 6101(.55) .02 (1) .04 (3) -. 08 (4) .03 (2) -. 03 (2)

AE-C OSS 120-200 6447(.65)-.01 (1) -. 01 (1) -. 05 (3) -. 02 (2) -. 07 (4)
ms 200-390 6279(.2) .02 (2) .06 (3) -. 08 (4) .09 (5) .01 (1)

AE-D MESA 120-200 11024(.7) -. 03 (3) .00 (1) .00 (1) .02 (2) -. 02 (2)
accel 200-250 4399 -. 08 (3) -. 04 (2) -. 11 (4) .01 (1) -. 04 (2)

AE-D OSS 120-200 11787 -. 01 (1) .01 (1) .01 (1) .04 (2) .01 ('1)
ms 200-390 10923(.75)-.06 (3) -. 02 (1) -. 20 (4) .03 (2) -. 03 (2)

1-5 1-5 1-4 1-4 1-3
2-3 2-5 2-2 2-7 2-7
3-6 3-4 3-2 3-2 3-2
4-0 4-0 4-6 4-0 4-2

5-1

Fig. 11
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Directions for improvement

density measurements must:
be designed to surpass required accuracy
be corrected for wind
be cross-checked by different techniques
be appropriately distributed
be timely
have basic assumptions checked (drag ooef, recombination)

existing data should be analyzed for better understanding of:
mag storm effects
semiannual variations
EUV (F1O.7) variations
differences between solar cycles
differences between techniques

theory (GCM):
can provide guidance for organizing measurements
can fill in where measurements missing (lower thermosphere)
cannot currently replace empirical models since they do not

include all important variations, but hybrids may be valuable for
highly dynamic effects

To provide energy input for theoretical models and correlation parameters
for empirical models we must continue or improve measurements such as:

solar radio flux
solar EUV flux
Interplanetary Magnetic Field
magnetic indicies
auroral morphology
particle precipitation

Fig. 22
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5. 2 ATMOSPHERIC STRUCTURE BETWEEN 50 and 120 Km

J.M. Forbes' and G,. Groves'"

'Department of Electrical, Computer, and Systems Engineering. Boston University.
Boston, MA 02215. U.S.A.. * Department of Physics and Astronomy, University

College London, London WC1E 6BT. England

ABSTRACT

Recent progress in modelling the temperature. density, and pressure specifications between 80 and 100 km is

reported. The data base consists primarily of rocket and incoherent scatter measurements of temperature.

An analytic polynomial scheme is described whereby smooth transitions with tabulations below 80 km and

the .MSIS-83 model above 120 km are obtained. Evaluations of the quality of fit to the data and possible

directions for future work are also presented.

INTRODUCTIGN

Specific recommendations for the new CIRA made in 1984 were that /1/:

(i) Tabulations between 80 and 120 km should represent zonally- averaged values, and

(ii) The temperature. density and pressure specifications between 80 and 100 km should provide a smooth

transition with zonally-averaged satellite data below and .ISIS-83 /2/ above.

This paper reviews work in progress to meet these recommendations.

METHOD OF TEMPERATURE MODELLING

Monthly temperature cross-sections in height and latitude have been determined that meet the following
conditions (Fig. 1):

(1) A smooth transition at 130 km to the temperature profile of MSIS-83 for mid-month dates and mean

solar activity of F10.7 = 120 units, Ap = 10. longitudinal and diurnal (also semi-diurnal and terdiurnal)

dependences being neglected.

(2) A smooth transition at 70 km to the zonal mean temperatures of the monthly mean models to 80 km

previously prepared /3/. The models to 80 km are taken to represent mesospheric structure for mean

solar conditions (F10.7 = 120 units) as their database extends over years for which solar activity averages

to about this level.

(3) A constrained least-squares fit to observed temperature differences (from an initial temperature model).

the inpot-ed constraint being that the ratio (partial pressure of ,N2 at 130 km)/(partial pressure of N,

at 70 kin) that is calculated for a fitted temperature profile should equal the same ratio as calculated

from the pressure values provided by the upper and lower matching models.

The analytical procedure is to express the reciprocal of temperature T (or more precisely g/T, g being the

gravity acceleration) as a polynomial in height, then by integration the In(N: - pressure ratio) may also be
i,.. P. p•€'1,'1y i." in nnf! th'l e ,nrT1.rirnt. erh ,rw 't, ?0 i,.fy (3) nahove. T,,ipe."ntir,e i'.n (70

t. 130 kin) that have been utilized for (3) above are:

Th,- tI,-m)'ratur' data previn,osly utiliied in the corn:trurtion of CIR. - 1.72 /4/. and
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(b) Subsequent datt. reviewed in /,1/. which have been obtained either by rocket techniques or incohere't
scatter (I.S.) measurements, the latter being the main source of data above 100 kmi.

The incoherent scatter data utilized wert, from:

(a) The Millstone Hill model t/5/. Table 1) for F110.7 = 120 units. A = 10.

(b) The St. Santin model (/G/. Table 1) which is applicable for Kp=2. i.e. Ap=7, and which was evaluated

for F10.7= 120 units.

(c) An Arecibo model based on observations for 1970-1975. i.e. from ýolar maximum to solar minimum.
which could be taken to represent mean solar conditions.

Individual temperature profile., that were utilized were from rocket launchings extending over a wide rangc

of years and solar conditions. These value-; were processed without making any correction to mean solar

conditions to individual profiles on the assumption that this dependence would average out in the overal!

analysis.

The monthly tabulations of observed temperature differences have been prepared from the above source, of

data at each 5 km height interval from 70 to 130 km and each 100 latitude interval from pole to pole. In thl-
absence of data. values are used from the .MSIS-83 model which extends down to 85 kmi. Very little southern

hemisphere dnta are available but if an observed temperature difference were available at a N. latiti(It for
the same season it would be taken to apply at the same S. latitude in the absence of any data there.

A, a consequence of the polynomial fitting procedure. each monthly temperature cross-section ha* an an.

alytiral ropprsplitAtioll aind Itn, ai zottnl temperriture may be rtfi ,ly ridrucuitil for nyv hight and Iatit ue,
and also for any (ate by interpolating between consecutive months.

COMPARISONS BETWEEN MODELS AND DATA

At Low Latitudes

Above 100 km the main sources of data are (1) the incoherent scatter measurements over Arecibo. Puerto

Rico (IS-N. 67.W) and (2) the Kwajalein (9fN. 1680E) Reference Atmospheres. 1979 /7/ which are based

on rocket data. The open and filled-in circles in Fig. 1 show April data from these sources when corrected

to 10N latitude. The point of interest is that the profile satisfactorily fits the data while simultaneously

satisfying the N2-pressure constraint. The same can also be said of the data below 100 km, most of which

are single temperature profiles. Differences between temperature data and the calculated profiles have been

averaged over 11 months at 5 km height intervals as shown in Fig. 1. (Symbols may be plotted just above or
below the height to which they refer for reasons of clarity). On averaging these means with weights according

to the number of observations on which they are based the line profile shown in Fig. 1 is obtained for their
weighted average, which does not generally differ significantly from zero. This leads to the conclusion that

the introduttion of the N2-pressure constraint has not biased the fit to the temperature data. or in other
word, that the upper and lower models can be matched in a way that is consistent with the temperature

data in the intermediate height revion.

A comparison is also made in Fig. 1 between the fitted profile and MSIS-83. At 115-120 km. the profile

gives lower temperatures than MNSIS-S3 in all months, the difference being greatest in April and reaching 40

K a, shown in Fig. 1. A comparison between .5IlS-83 and observed values is shown in Fig. 2 and .ISl.-S3
exceed(- observed value- in nio,t months. whereas the new profile for 91N lie, much closer than .ISIS-q_3 to

the Kwajalein data for all months and the new 18s.N profile lies closer to the Arecibo data than *ISl<-Z8,

on average. There are however considerations that tell against the ready acceptance of the ne'N profile-.
wherea- MNI-z-S3 temperature,, 'follow the sun', being 1 or 2K higher at I•"N than at 91N in summer with

small equinox maxima, the new profiles show a consistent equatorwards tetoperaturc de•crease throughout

thl, year that averages 15K between 18"N and 9 N and hais an annual variation with maximta and inintm,
at Conoecutive equinoxes. Without any clear understanding of the physicail origin of -uch variation, at loN\
hil t#l,'-, ltne other n th, lati, uitta l whi ,i .this analv.,i. .i' . ,

have,., depe,,ndence other than the latitudinalone which this annly,i, i, ;vt up to model. Considera'i,):n i-
rur,,rely b0ing given to th,' lbt way to utiliue th,, d;,i:a frotil t]o',E- two low la:itilde sitv,.
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Fig. 1. A 70-130 km temperature profile determined for April at 10IN latitude. Annual mean

deviation 'observations from calculated profiles for individual low latitude stations.
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kril compared withi (ij N1slS-83 (dashed arid dotted lihes) anld (ii) calculated values (continuous
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Fig. 3. January and July 70-130) kmi temperature profiles at 40'N* latitude. Nlean deviation

of obse&rvations from calculated profiles for winter tmoths (DiE) and summer months (JJiM at

individual middle latitude sites.
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At NMiddle Latilude%

Fig. 3 i' for 400N and shows both .January and July profiles and mean deviations of the data from tlih

model f, r each Rite averaged over winter months (DJFi and sununer months (.JJA). The main result to be

noted is that for both seasons (and also for other timne of the year). observed values are consistently higher

than those of the profile- calculated. This bias arises from the imposed N2-pressure constraint, the fall off

in pressure between the 70 km value of the lower model and the 130 km value of MSIS-83 being greater

than tha- implied by the temperaiture obscrvations at the intermediate heights. It should however al'o b,
noted that Nti•Q-$3 values between 105 and 125 km arc even lower than the new profiles and are therefore
still lower than the observed value-.

Con-ideration is being given to possible revision! in the. modelling technique that might lead to a reduction

in the bias that is apparent at all heights in the mean deviations (Fig. 3).

One possible revision would be to exclude the Millstone Hill I.S. data as these values are noticeabi:." high.

Fig. 4 shows the results obtained when Fig. 3 is reworked without the Millstone Hill values: and it is

seen that although the biases are reduced they are still s~gnificant. particularly from S5 to 105 kin. and the

matter warrants futher consideration.

At High Latitudes

Fig. 5 shows the January and July profiletF determined for 70ON and also the mean deviations of the data
from the new profiles for each of the three high la:itude sites averaged over winter months (DJF) and
summer month- (JJA). In this case the mean deviations do not show any consistent bias. but no definite

conclusion is possible with the limited data samples available.

It is of interest to note- that a July mesopause is obtained at 88 km with a temperature of 155K (Fig.
5). which agrees with the discussion of McKay /S/ who staRe!: 'Moderately low mesopause temperature-

(150-160K) are a consistent feature at 60N during summer. These temperatures are the result of adiabatic

cooling associated with rising motions in the general circulation. There is an additional cooling effect which
can occasionally lower the mesopause temperature to 130-240K. This effect persists over timescales of weeks

and during thi6 time NLC will be seen'. It therefore follows that if observations are biased to the time

of NLC. the lower value, of close to 142K which are shown by CIRA 1972 /4/ and Air Force Reference

Atmospheres /9/ are more representative of these time. of additional cooling, whereas the present profile.-
which match upper and lower models represent mesopause conditions without the addtional cooling.

TEMPERATURE VARIABELITY

In addition to the mean deviations of observed temperatures from the calculated profiles that have been
shown in Figs. 1.3.4 and 5. the RMS deviations from these means have been calculated with averaging over

all months and these are shown in Fig. 6 for low, middle and high latitude grouping of sites. Fig. 6 shows

that at all latitudes the RMS deviations increase with height except possible at 100-105 km at middle and

high latitudes where values may decrease slightly before increasing again more rapidly up to 130 km. At
low latitudes data are lacking above 95 km but there is an indication that a more rapid increase begins at
85 km. A likely origin of these variations is the upward propagation of tides and gravity waves. Theoretical
tidal amplitudes (/10/. Fig. 14 and /11/, Fig. 11) indicate that the increase above 85 km at low latitudes

might be associated with the diurnal tide, that above 105 km at middle latitudes with the sime-diurnal tide
plus a possible smaller contribution from the diurnal tide and that above 105 km at high latitudes with the
semi-diurnal tide alone. At lower heights. the variations are likely to arise from a spectrum of gravity waves

and the slow rate of increase of ainlitude with height would be indicative of wave breaking with the possible
extinction of most of the energy of these waves at 100-105 km. In this *gravity wave" region RMS value!,

increame noticeably from low to high latitude,. At SO km. for example. R.NI valuev are S. 12 and 1G K for

the low. middle and high latitude data.

DENSITIES AND PRESST'RES

A ," "%. r :' •.'a . ~ ' :, .- :'':,:k. p."CE'.: h3~'.' bC : I C :r• r. ,, , •.; ,L' •_, po,• tr:ul .N 2 prv:-ii.(,-.

The calculation of the latter is based on the equation of state and the barometric law and accoount is taken

ofrt, lran-itio:i from a mixing rI'girt at 70 kin to difftiiivp conditions at 130 km using the relations from
.M - Thl, ,efect of thi- tra-itioti in th,' case of N2 is particularly small ias itz molecular wcigh- of 25
lie- verr: CIo-' to that of air in the irixitng rg mion (25.9G.
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Fig. 5. January and July 70-130 km temperature profile, ai 70,.N latitude. Mean deviation

of observations from calculated profiles for winter month, (DTFj and summer months (JJA) at

individual high latitude sites.
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Attention hia- yet to lit givenT to the vertical distribution of other gas constituents, and to the possiblitv of
making These continuous with the upper and lower models at 130 and 70 kmi respectively. The final step to
the modelling of total denisitiu> and prvssiirvý would then be a relatively simple one.

It may be recorded that mean pre~stirf dlistributions have no\\ been extended upwards to the 0.005 nib (83
kin) and 0.001 nib (91 kin, lcel-i by Koshc Ikov /12,' and are in the height range of interest.

DISCUSSION

.~theoretical and numnerical anlvsis is b)cing developed for miodelling atmospheric structure between 70
and 130 kmn for inean solar condition,. Monithly prof~ile' have been analytically generated for all latitudes
andl heights, fromn 70 to 130 kmi in temperattire and p~artial N,, pressure which have a smooth transýition To
.\lýIb-83 at 130 kml and an 1 S-SI kmi model at 70 kin. Atteintion will be giveni to the miodelling- of other
gas constituents andl to the po-sibility of combining the three miodels for the height regions, 1S-70. 70-130
and above 130 kmn to provide an analytical model for all heights above 18 kmi. Treatment of the 70-130
kmi region is however limited b\. av; liable data and there are imnportant variations that have vet to be
Considered. Thes-e are with (i1 solar activity. (ii) longitude. (iii) time of day and (iv) seasonal asymmetry
between N. and S. hemispheres. Although the present analysis extend, over both hemispheres. the small
seasonal asymmiietry generated via the tipper and lower matching models at 70 and 130 kmi lacks direct
observational support oii account of the lack of S. hemisphere data.

Acknowledgenients. GVG gratefully ack-nowledges support to University College London for this work front
the Air Force Office of Scientific Research uinder Grant No. APOSR -84-0043.
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5.3 GRAM Model and Various NASA Density Measurement Projects

- Dale Johnson/George Fichtl/NASA-MSFC

GLOBAL REFERENCE ATMOSPHERE MODEL DEVELOPMENT

With the advent of the Space Shuttle and future vehicles
such as National Aerospace Plane, Shuttle II, etc., it was
perceived back in the early 1970's that site-based standard or
reference atmospheres would not fulfill all the demanding
engineering studies needed to simulate design work on such
vehicles. The Global Reference Atmosphere Model (GRAM) is a 3-
dimensional, world-wide, monthly atmospheric model. It consists
of parameters of pressure, temperature, density, and winds from
surface tc 2 1-m altitude. Monthly mean values of the
parameter. i Ainable along with their daily variability
about the ,nn. mean. Vertical profiles as well as trajectory
outputs are obta-inable. The initial GRAM model was issued by
MSFC's Atmospheric Effects Branch in 1974. Subsequent
modifications were made to GRAM with the latest being made Nay
1986, giving the model the identity of GRAM-86. Current efforts
to improve the model in middle atmospheric regions include use of
world-wide satellite radiance measurements to infer mean density
structure of both hemispheres on a monthly basis. MST Radar
measurements of resospheric density perturbations taken (from
gravity waves) over a semitropical site in Taiwan are currently
being analyzed with regard to gravity wave induced mesospheric
density perturbation statistics for inclusion in GRAM. One type
of measurement technique being used on Taiwan, not mentioned at
this workshop, is the HF Ionospheric Doppler Sounder system which
is being used in conjunction with the Taiwan MST VHF radar for
gravity wave/density perturbation studies extending from 60 km
upwards to orbital altitudes. Other modeling efforts, like those
from AFGL (Groves 1985) and the Middle Atmosphere Project (MAP
Handbook #16, 1985), will also be used. A thermospheric study
above 90 km altitude is also being conducted in the area of
modeling gravity wave density perturbations throughout these high
altitudes. The COSPAR-CIRA 86 thermospheric atmosphere is also
being considered for future inclusion in GRAM, as is an improved
MSFC/J70 orbital model with a geomagnetic storm and gravity wave
feature incorporated within it. It is the goal of NASA to
compile a realistic atmospheric model that includes large and
small-scale effects which can be easily accessible via computer
for engineering design studies of space vehicles.

HF RADAR NETWORK FOP DENSITY PERTURBATION MEASUREMENTS

With the inclusion of two additional partial reflection (PR)
HF radar sites, there will shortly be in existence 8 to 9 PR
radars located around the Pacific area. Spacial coverage from
65 0 N to 700S latitude will offer a unique network in which upper
mesospheric and lower thermosýpheric gravity wave activity can be
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measured, monitored and analyzed within this Pacific network
during daytime and nighttime hours. Climatologies and
correlations of gravity wave activity (with mean winds, tides,
and density/wind perturbations) can then be established by
altitude, area and season. Density perturbations will be
inferred from the measured gravity wave parameters. These
statistical results can then be modeled in the GRAM program for
use in various NASA and DOD engineering design studies. Programs
such as Shuttle, NASP, Shuttle II, AFE, AOTV, etc. will benefit.
NASA is supporting Dr. David Fritts of the University of Alaska
in the set up of a PR radar site at Poker Flat, Alaska and at
Hawaii. It is hoped that other agencies and projects will join
in support of this endeavor. With NASA involvement in the Taiwan
MST radar, this site could also be used as part of this
measurement network. A three-year program is envisioned to set
up and coordinate all sites, acquire and reduce data, analyze
data and perform statistical modeling. It is anticipated that a
few partial reflection radar measurement data workshops will be
set up for the involved network scientists to report their
findings and coordinate efforts aimed at better understanding of
global gravity wave activity and its climatology.

APPLICATION OF AIRGLOW MEASUREMENTS TO DETERMINE ATMOSPHERIC
DENSITY VARIABILITY AT ORBITAL ALTITUDES

The objective of this study is to develop a theoretical/
computer mode., which will enable correct interpretation of
airglow data to infer density variability at orbital altitudes.
Utilization of the model in combination with the extensive
airglow data base to be developed in the CEDAR Experiment
(Coupling, Energetics, and Dynamics of Atmospheric Regions) and
other sources will be useful in deriving a statistical picture of
density variations. The approach to follow will be to develop a
theoretical/computational model of wave-driven fluctuations in
the thermospheric airglow which incorporates (a) the full
Eulerian dynamics of linearized internal gravity waves including
diffusive dissipation, thermal conduction, viscosity, and ion
drag; and (b) chemical reactions. Acquisition of airglow data
and the application of the above model to determine the
statistics of the important gravity wave (density fluctuation)
parameters will be done. Justification for this effort involves
the fact that current theory does not allow for an accurate
estimate of the relationship between thermospheric airglow data,
which is readily available, and density fluctuations driven by
internal gravity waves at orbital altitudes. Recently, important
improvements have been made in the corresponding theory for lower
(mesospheric) altitudes by M$FC contractor. This effort would
extend this approach to orbital altitudes. Funding is needed to
support this effort.
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NASP NATURAL ENVIRONMENT GROUP

Dr. George Fichtl of NASA/MSFC (ED41) has recently been
asked to chair the National Aerospace Plane's natural enviroiment
advisory group. Since this group will deal with the problem;
involving the density environment within the stratosphere,
mesosphere and thermospheric regions, this group's functions and
activities are mentioned at this workshop. The charter for the
National A~rospace Plane (NASP) committee on Natural Environment
is provided in the following:

Charter For The National Aerospace Plane (NASP)
Committee on Natural Environment

The NASP will operate in a broad range of natural
environments, including continuum and free molecular flows,
encompassing ground based preflight operations, launch from the
ground or deployment from an aircraft, ascent to the middle
atmosphere (30 to 100 km), suborbital missions in the middle
atmosphere, orbital missions above 100 km, entry, return flight,
and landing. The NASP Natural Environment Committee will be
responsible for providing guidance and expert advice to the NASP
program on the natural environment for the above stated range of
operating flight regimes relative to (1) design and operation of
the NASP, and (2) impact of NASP on the natural environment. The
committee includes a broad representation to encompass natural
environment technical and scientific specialities relevant to
NASP, major Middle atmosphere research programs, and sufficient
engineering representation to assure all natural environment/
engineering considerations are accommodated. Natural environment
specialities include atmospheric dynamics (theory, measurements,
data bases, models), chemistry, particulates, aerosols and cloud
processes and radiation. The functions of the committee consist
of the following:

o Serves as the technical and scientific authority on natural
environment for the NASP program.

o Reviews NASP program and design requirements to identify
natural environment needs.

o Assesses the state of knowledge, available data bases and
anticipated future developments on the natural environment for
the full range of NASP operating environments.

o Identifies natural environment deficiencies relative to NASP
design and operation, and environmental impact.

o Develops recommendations to eliminate these deficiencies with
the goals of (1) reduuiny debign/operation risk, (2) developing
the most accurate assessment of environmental impact, and
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(3) developing a NASP design which minimizes adverse impact on
the natural environment. This also includes development of
resource requirements and schedules.

o Coordinates definition, development, and maintenance of a
consistent set of NASP natural environment design criteria and
environmental impact assessments.

o Reviews proposals to the NASP program on natural environment
efforts.

o Advocates needed natural environment research, technology
development, and implementation activities.

o Maintains liaison with appropriate NASP program, government
agency, industry, university, and professional society groups to
assure a coordinated NASP natural environment activity.
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CDC Middle Atmosphere Data & Analysis fgor GRAM

Daily Temperature and Radiance Data, 30-80 km Temperature &
Geopotential (15-30 kin)

Nimbus 4,5 Nimbus 6 Nimbus 7
SCR T. PMR Rad. SAMS T. NMC Grids

Berlin Grids
1970-78 1975-1978 1979-1983 Australian 100mb

80 0 N-80 0 S 804N-80°S 65°N-50 0 S SCR Rad.
30-50 km 30-80 km 30-80 km

Construct T,
Grids with Oxford

Inversion Technique

Temperature Comparisions
for Concurrent Data

Merging 15-30 km & 30-80 km Data

Computation at Constant Height
Grids of (T,P,,,UgVg)

Calculate GRAM
Statistics

Compare Statistics
for Data Sources
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5.4

ACCURACY OF SATELLITE DRAG MODELS

Frank A. Marcos

Accelerometers flown on low-altitude satellites have
provided our most extensive density data base in the
150-250 km region. These data have been obtained
over a wide region of solar and geomagnetic condi-
tions. A comprehensive comparison of our measure-
ments, obtained 1974-1982, with several empirical
models, has resulted in assessment of the current
status and improvement prospects of our capability
to specify and forecast density (drag). The model
accuracies are compared by their mean values and
standard deviations relative to the accelerometer
data. Results indicate a lack of significant model
accuracy improvements during the past two decades.
Mean values are estimated to be given typically
within + 10% and standard deviations are approxi-
mately ; 15%. Improved representation of atmos-
pheric variability requires a program including
coordinated measurements of atmospheric structure
and dynamics, development of more accurate indica-
tors of solar and geomagnetic activity and theore-
tical investigations using self-consistent
numerical models.

INTRODUCTION

Empirical atmospheric density models based on large data sets have
been developed to describe variations of the upper atmosphere. In
atmospheric research these models serve as a reference and permit
analysis of discrepancies with respect to new measurements. For
practical applications models are also required for problems concerned
with the effects of aerodynamic drag on satellites. Satellite lifetime,
design, control, tracking, on-board fuel requirements and reentry are
all affected by atmospheric drag and its variability. Two versions
of models are currently used. Those of Jacchia 11-4] are based
mainly on total density data derived from satellite orbital decay
observations. Models based on in situ composition data and temperatures
inferred from ground-based incoherent scatter radar have been formulated
by Hedin et al L5-6] and Hedin [7-8]. A common feature of all the
models is the use of relatively simplified physical concepts. Varia-
tions are described as a function of altitude, solar and geomagnetic
activity, latitude, longitude L4, 6-8], local time and day of
year.
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Several limitations of present models with regard to solar and geo-
magnetic variations are recognized. Heating due to solar EUV radia-
tion activity is taken into account by relations involving ground-
based measurements of the 10.7 cm solar flux, FIO. 7 , and some mean
value, F, measured over several solar rotations. This index does not
:iecessarily represent the complex mechanisms of interactions between
the solar extreme ultraviolet (EUV) flux and the thermosphere. Since
it has been found to generally relfect variations in the thermospheric
energy input, it is routinely used as a readily available, but
imperfect, indicator of solar activity. Studies to determine the
relationship between F1 0. 7 and satellite measurements of EUV [9] reveal
correlations that are non-linear and both wavelength and solar
cycle dependent. Similarly, the planetary 3-hr Kp or daily Ap index
used as a geomagnetic activity indicator does not necessarily
represent the physical mechanisms responsible for density variations.
The indices are derived from ground-based magnetic field fluctuations.
They are used as indicators of heating at high latitudes caused by
the interaction of solar plasma with the upper atmosphere. However,
it is the only routinely available index for geomagnetic activity.
Based on a network of midlatitude stations, it is particularly
limited when describing data at high latitudes. The need for
improved geomagnetic indicators is particularly borne out by the
data presented in this study.

Lack of comprehensive experimental data over the range of variables
described in models also contributes to their limitations: (a) The
dominance of the semidiurnal tide below 200 km has recently been
revealed by low altitude satellite measurements. L10-11] This feature
is incorporated in the MSIS models but not in those of Jacchia.
However, the considerable phase and amplitude structure of the
semidiurnal tide as a function of altitude and latitude is beyond
the scope of these models. (b) Density variations with annual and
sub-annual periodicities are characterized as a "semiannual
variation" with maxima near equinox and minima near solstice. The
cause of this variation has not been unambiguously resolved.
Measured data show irregular variations from year to year in maxima
and minima. (c) Satellite composition measurements have provided
evidence of longitudinal variations. Density maxima for heavy
constituents occur at the longitude of the north and south magnetic
poles while the behavior of the lighter constituents is negatively
correlated. This behavior is related to ionospheric plasma density
and motion influenced by earth's magnetic field. The MSIS models
rely on geographic coordinates and relatively few terms to describe
the broad features of this variation. (d) Large scale gravity wave
structures also occur. These have periods different from those of
tidal waves and are not directly related to the earth-moon-sun
geometry. They may be generated either locally in the thermosphere
or at lower altitudes. Gravity waves with the largest amplitudes
(- 70% peak-to-peak) observed at high altitudes detected by accel-
erometers on the OVI-15 satellite, [12] were related to high-latitude
heating as indicated by the auroral electrojet index. t13] Wave struc-
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tures are not incorporated into present models. (e) Latitude
dependences, associated with all of the atmospheric variations, are
not well understood. A particular problem for the geomagnetic
activity effect is that the time delay between storm onset and den-
sity variation is latitude-dependent.

In the lower thermosphere, below about 250 km, model deficiencies
are particularly acute since they are based primarily on data at
higher altitudes. Physical and mathematical difficulties limit
extrapolation of these data to lower altitudes: the assumption of
diffusive equilibrium is not always valid, and the lower thermos-
phere boundary conditions are poorly known and variable. AFGL is
accumulating an extensive atmospheric density data base, from satel-
"lite accelerometer measurements, for the 150-240 km region [14],
The present study uses these data to determine the validity of
empirical models and establishes phenonena not contained in them.
Definitive low-altitude satellite measurement programs, to guide
development of computationally efficient dynamic models utilizing
realistic indicators of atmospheric energy sources, are recommended.
The effects of high latitude processes on lower thermosphere
dynamics are emphasized.

DAIA DESCRIPTION

Extensive measurements of the lower thermosphere neutral density
have been derived using the satellite accelerometer experiment.
Instrument operating principles have been described by Marcos and
Swift [15].Density is derived from direct measurements of aero-
dynamic drag together with knowledge of the satellite's mass, area,
velocity and drag coefficient, Figure 1 shows the flight history
of the accelerometer from 1974 to the present. All spacecraft had
near-polar orbits except for AE-C (680) and AE-E (190). This exten-
sive lower thermosphere data set has been obtained over a wide range
of latitudes and solar and geomagnetic conditions. Data from the
first seven flights have been used in the present analysis of
empirical models. The satellites used and the dates of data acquisi-
tion are given in Table 1. The altitude range of the data is
generally 150-240 km for AE-C, -D, and -E and S3-1 and 170-240 km
for S3-4 and SETA-1 and -2

Data reduction techniques implemented for the SETA flight
data are described in Reference 15. Because of the high length-to-
diameter ratio of the host vehicle, the equations used for determin-
ation'of atmospheric density ( p ) and cross-track winds [16] are:

A ref
aD = ----- Ci pV2 (2)

2M
where i = x, y, z

M = satellite mass
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Aref satellite frontal area
4 

+4 
+V : - VG + VA + Vw

with VG, VA and Vw representing respectively inertial satel-
lite velocity, the atmospheric rotation velocity (assumed
equal to earth's rotation velocity) and the neutral wind
velocity.

Ci = drag coefficients; Ci = Ci (Vx, Vy, Vz).

The equation for the component, in a particular direction, of the
total force on an element of area is given by:

1 1 2S2]
dC ... {(ýk + yj + -nt) Ly * (1 + erf yS) + --- e SY

Aref S/t

STr y/rt 1 2 2
+ --- (1+erf yS) + - /-- L--- (1+erf yS) + -- e-Y ]} dA

2S2  2 Ti S S2

where

2 dF
dC =-------

ArefPV 2

F= aerodynamic force

= direction cosines between mass velocity vector and axes of
element of area, respectively

k,j,t = direction cosines between the axes of element of area, and the
direction in which force is desired (accelerometer axis)

erf yS = error function of yS

S = molecular speed ratio = (mass velocity of gas)/(most probable
random speed of molecules)

Ti = temperature of incident molecules

Tr = temperature of reflected molecules (assumed = 3000 K)

This equation is integrated over the entire satellite surface area
to obtain the drag coefficient for a particular axis. Values
appropriate to this satellite were used with the MSIS model and the
above equation to derive drag coefficients. For AE-C, -D and -E
and S3-i, whiiLh lid leryti,-to-diameter ratios near unity, a constant
value of CD=2.2 was used.
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SOLAR CYCLE COVERAGE OF SATELLITE ACCELEROMETER DATA
........... .......... .......... -1-1--1.............I..............

1 [+j LOW INCLINATION
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Fig. 1. Satellite accelerometer flight history and solar activity

vs. time.

TABLE 1. SATELLITE ACCELEROMETgR DATA SOURCES

Satellite Data Acquisition Period

AE-C Jan - Dec 74

S3-1 Oct 74 - May 75

AE-V Oct 75 - Jan 76

AE-E Nov 75 - Nov 78

S3-4 May - Aug 78

SETA-1 Mar - Apr 79

SETA-2 May - Nov 82
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MODEL EVALUATIONS USING ACCELEROMETER DATA

The models considered were those of Jacchia, designated J65 LI],
J/10, t2] J71, L3J J73 (unpublished, see Ref 17) and J77, [4]
Jacchia-Walker-Bruce, [17] Densel, [17J Lockheed-NASA, L18] U.S.
Standard Atmosphere, 1962, [19] U.S. Standard Atmosphere Supplements,
1966 [20] and the Mass Spectrometer Inco herent Scatter models
designated MSIS77, [5] MSIS79 L6], MSIS83 [7] and MSIS86 L8]. Two
versions of the 1983 MSIS model were tested: MSIS83A used a daily
averaged Ap index for the geomagnetic activity effect and MSIS83B

'used a weighted average of the 3-hr index over a 59 hour interval.
The latter version of MSIS86 was used in this study.

Comparisons of model predictions with measurements not used in the
model construction are valuable for testing the model reliability.
While some AE mass spectrometer data were used in developing the
MSIS models the density data were not. Also the S3-1 and -4 and
the SETA-1 and -2 data were not used in construction of any of the
models. The quantity statistically analyzed is the ratio (R)
between measured density and model density. Results are given for
mean ratios (R) and standard deviations ( 0 R) in Table 2. Models
are listed in chronological order. This Table indicates the lack
of significant improvement in model accuracies during the past two
decades.

The results of Table 2 indicate some of the difficulties in improv-
ing the accuracy of empirical models. The MSIS79 model added
longitude variations, based on direct satellite composition measure-
ments, to the MSIS77 model. This was done without changing the
zonally averaged values. Incorporation of an observed phenomenon
resulted in a less accurate model (by 0.1 to 0.5% in a ) for every
data set. The MSIS83 models are based on a data set much more
extensive than that used for MSIS77. While a small accuracy improve-
ment results in MSIS83B from a weighted average vs a daily average
for MSIS83A, neither model is generally more accurate than MSIS77.
As part of a revised and updated J71 model, a more complex geomag-
netic variation was incorporated into the J77 model. For all data
sets, the standard deviations of J77 are 0.4 to 2.8% higher than
those of J71. Revisions made to the J71 coefficients and formulas
to produce the J73 model resulted in the most accurate of the
Jacchia models; yet, this model was never published. MSIS86 is
very similar to MSIS83 but with additional terms to represent
seasonal differences in polar composition variations. The
modifications are based mainly on Dynamics Explorer satellite
composition data obtained above 300 km. The model provides typically
a 1% reduction in standardde'vTations over MSIS83 in the 150-240 km
region. However, the MSIS86 errors remain comparable to those in
J71 and J73.
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I.LLU: 2. ACC[LLROCElMR, 70TAL K.ASS DLNSITY RAMIOS TO M30ELS
(ALT XTaE 150-24.0 KX)

AE-C AE-D AE-E $3-1

MSIS86B 1.10 14.5 0.95 15.1 1.02 13.0 1.03 14.4
MSIS83B 1.11 15.0 0.98 15.6 1.02 13.0 1.07 14.6
MSIS83A 1.12 15.2 0.99 16.2 1.03 13.6 1.08 14.8
MSIS79 1.05 14.2 0.98 16.5 3.01 13.6 1.00 14.7
MS]S77 1.05 14.0 0.98 36.3 1.01 13.5 1.00 14.2
377 1.05 15.9 1.01 15.3 1.02 15.3 1.04 14.3
J73 1.07 14.0 1.02 14.7 1.07 13.7 1.06 13.5
J71 1.10 14.7 1.05 14.8 1.08 15.0 1.08 13.7
J70 1.05 17.1 0.98 15.4 1.00 15.8 1.04 14.6
J64 0.94 17.0 0.89 17.4 0.92 15.5 0.92 17.8
L-N 0.94 17.7 0.86 16.5 0.86 15.8 0.94 14.9
3WB 0.99 19.5 0.99 18.8 3.01 19.4 0.99 19.6
US66 0.95 16.5 0.89 15.6 0.92 15.5 0.95 14.4
US62 0.84 30.0 0.70 32.4 0.72 30.3 0.73 32.7
DENS 1.45 21.3 1.00 21.0 0.94 23.0 1.31 19.5

Number of
Points 56908 28273 33835 25825

S3-4 SETA-1 SETA-2

MSIS86B 1.04 11.1 1.01 9.8 0.94 11.0
MSIS83B 0.98 11.8 0.92 9.7 0.87 11.6
MSIS83A 0.99 12.1 0.93 10.1 0.88 21.8
MSIS79 0.98 11.5 0.96 11.7 0.92 11.7
t.kS1s77 0.98 11.2 0.96 11.5 0.92 11.2
077 0.94 13.7 0.88 12.6 0.89 13.9
373 0.96 11.6 0.92 9.8 0.92 10.2
J71 0.99 12.1 0.94 9.9 0.95 10.1
370 0.97 12.0 0.99 9.3 0.93 10.4
J64 0.90 11.6 0.99 11.1 0.88 21.3
L-N 0.93 14.6 0.99 9.9 0.91 21.4
3UB 0.86 11.0 0.90 10.4 0.82 10.9
US66 0.90 11.5 0.99 21.0 0.88 11.2
US62 0.93 27.6 1.13 22.0 0.96 15.0
DENIS 0.79 19.9 0.87 14.9 0.99 15.2

Nou.T.ber of
Points 38215 56530 277442
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More detailed analyses of the statistical properties of the SETA
accelerometer data have been made by partitioning data (to 240 kin)
into 50 geographic latitude bins and day/night local time bins as
well as four kp four bins. Local time bins of 08-16 hr and 16-24
hr were used to separate SETA dayside and nightside northern hemis-
phere data occurring at the same latitude.

Mean values relative to the J71 MSIS83B and MSIS86 models for
SETA-1 data (Mar-Apr 79) are shown in Figs. 2-4 respectively as a
function of geographic latitude. Part a of each Figure consists of
daytime measurements (,- 1000 hours local time) and part b consists
of nighttime measurements ( 2200 hours local time). The horizontal
axis from right to left, follows the satellite trajectory. The
satellite altitude as a function of latitude typically decreases
from 240 km at low northern hemisphere latitudes on the nightside
to 200 km near the pole down to about 170 km near 30ON on the
dayside. It then increases to about 180 km at the equator. Since
the orbit is not quite polar, no data are available for the 85-90'
bins. Model ratios indicate dayside relative density enhancements
near 20ON and 650 N. Nighttime densities are underestimated, partic-
ularly near 30'N, by 10-15%. J71 tends to overestimate the geo-
magnetic activity response at all latitudes and particularly at
night. The high Kp bin data are about 8% (dayside) and 15% (night-
side) lower than those of the low Kp bin. The MSIS models show
good agreement of the low and high Kp bins on the dayside and about
a 7% overestimation on the nightside.

Mean values of SETA-2 data (Jul-Nov 82) are compared to J71, MS83B
and MSS86B in Figs. 5-7 respectively. Peaks in ratios near 65°N on
the dayside and increasing ratios with decreasing latitude on the
nightside are again prominent features of all data sets. The
geomagnetic activity representation of MSIS is less accurate than
for SETA-1 data. Maximum density response overestimations occur
for the highest Kp bin at high latitudes on the nightside. J71
provides a better estimation of the nightside density response than
it did for SETA-1 data and than MSIS83B for the SETA-2 data.

Figs. 8 and 9 show the standard deviations for J71 and MSIS83
respectively. These Figures show a striking latitude dependence.
The major errors occur at auroral and polar latitudes, even during
geomagnetically quiet conditions. The maximum error of about 15%
occurs for the highest Kp bin in both cases. Similar results
were shown by Marcos [13] for the SETA-2 and 53-4 data relative to the
J71 model. The MSIS86 data (not shown) give a similar result.

The previous analyses show that lower mean values and standarc
deviations are obtained with the SETA-1, -2 and -3 dnd S3-4 satel-
lite data set. However, systematic differences between the data
from these satellites and the data from the AE/S3-1 satellites are
tn hp Pxprctpd [14].
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F'g. 2 Mean values of SETA-l data to 371 model plotted as a function
of geographic latitude (four KT, bins).
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Fig. 3 I-,ean'valus of SETA-l data to YISIS 83 model plotted as a function
of geographic latitude (four Kp bins).

5 - 63



(a) (b)

1. .2 --------------- r -- -------
x 0 10 [ K 0 I

02-10 3. C - 10 P '

0 6- 10 1 I tC- 10 9

o M ID Q
I,.0 -,r.

4  Dgg• " ALA

L30 60 90 0 30 tO so
r[ D'.,APMI ¢ L AtiTD iu0 •LC:'.;ýFMI C L A1I IUD[

1-ig. 4 Mean values of SETA-I data to MSISiS 86 model plotted as a function
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Fig. 6 Mean values of SETA-2 data to MSIS 83 model plotted as a function
of geographic latitude (four Kp bins).
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The Table 2 AE/S3-1 ratios imply densities generally above model
values while the SETA ratios imply densities below model values.
This difference between the two satellite data sets is believed due
mainly to uncertainties in the ballistic coefficients used to
convert orbital drag measurements to atmospheric density values.
Drag coefficient (CD) est 4 mates contribute the major uncertainty to
ballistic coefficient errors. Our estimated errors in CD are +
10%. It is possible that the SETA CD errors exceed + 15% due To the
spacecraft shape [21],Therefore, systematic errors in drag coefficient
may completely account for the absolute value differences between
AE/S3-1 and SETA total mass densities. We conclude that, on average,
recent models reflect density to within the + 10% accuracy of the
Atmosphere Explorer accelerometer measurements.

The standard deviation difference has been attributed to be the
manner in which altitude, latitude and local time variations were
sampled for each data set. The AE/S3-1 data were sampled over a mix
of altitudes, latitudes and local times. For SETA data, these
parameters were highly correlated; e.g., mid-latitudes were sampled
near 170 km and 1030 hrs LT on the dayside. AE-E and S3-1 data
have been further analyzed at low latitudes to show quantitatively
that reducing the range of variables over which a model must predict
density leads to a reduced standard deviation in agreement with the
SETA values.

The AE-E satellite acquired data between + 200 latitude over a
period of about one year. During this time data were sampled over
four local time cycles. Data obtained in the spinning mode were
analyzed in altitude, latitude, Kp, local time and seasonal bins.
Results presented in Table 3, show reductions in a associated with
these bin limitations. The AE-E 170 - 175 km data, grouped by
season show values of o between 5% and 7% in good agreement with
SETA low latitude values. A similar analysis was performed with
the S3-1 data. Results of binning are given in Table 4 for 170 -
175 km 0-20ON and for 170 - 200 km for 0-8 0 0N. Local time was near
0730 hours for this data set. Note that for 0-10 0 N, 170 - 200 kni,
a is 6.5% in excellent agreement with the Table 4 AE-E data.

Therefore the typically 15% standard deviations obtained from the
AE/S3-1 data, not the lower values obtained with the S3-4/SETA
flights, are representative of model errors over "all" conditions.

DISCUSSION

Accelerometer data have revealed uni 'led features of lower thermo-
spheric structure. Particularly ci icant are observed variations
at high latitudes as a function of *latitude, local time and level
of geomagnetic activity. The importarce of new knowledge at auroral
and polar latitudes is borne out by the maximum standard deviaations
of models in thospe regions. Howevr, additional density data alone
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Table 3. Atmosphere Explorer - E Statistical Results with Local Time, Lastitude. Season,
Altitude and Kp Bins Spinning Orbit Data

J71 MIS 83

Altitude Lat Kp LT Ho N. R 0 V

170-175 ±20 All All All 1929 0.088 0.136 0,028 0.108

0+10 0-3+ All All 280 0.104 0.142 0.025 0.100

±20 0-3+ 10-11 DJF 47 0.058 0.078 --0.041 0.071

Talle 4. S3-1 Stotistical Results vs. Latitude; Kp 0 to 3+

J71 IlS 83
h'an

Altitude Lat LT N. R R a

170-175 0-10 0736 51 0.214 0.066 0.058 0.0b8

170-175 10-20 0737 66 0.206 0.059 0.076 0.066

1W0-200 0-10 0736 136 0.194 0.065 0.016 0.073

10-20 .737 244 0.180 0.061 0.025 0.073

20-30 0736 188 0.138 0.U75 0.026 0.06d

30-40 0733 134 0.132 0.084 0.068 0.086

40-50 0734 101 0.153 0.104 0.122 0.08B

50-60 0748 226 0.095 0.117 0.106 0.098

00-70 0805 306 0,038 0.081 0.090 0.076

70-80 0846 232 0.131 0.124 0.172 0.109
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will not be sufficient to improve models. More recent models,
utilizing extensive satellite measurements of atmospheric composi-
tion have been shown to specify total density with about the same
accuracy as older models based on satellite orbital decay measure-
ments.

Problems in accurately describing the spatial/temporal character-
istics of density variability are indicated by the diagram of Fig.
10. The complex phenomena contributing to atmospheric heating and
dynamics are dominated by two sources of solar energy: electromag-
netic radiation and particles. Solar EUV, the most important
thermospheric heat source, is deposited mainly at low latitudes and
-in the summer hemisphere. The circulation and structure of the
thermosphere are controlled primarily by this heating. The processes
involved are reasonably well understood. At auroral latitudes, the
situation is different. The thermosphere is driven by electrodynamic
coupling between the solar wind, magnetosphere, ionosphere and
neutral atmosphere. Energetic charged-particle precipitation from
the magnetosphere and Joule (resistance) heating due to electric
current systems within the ionosphere are the major energy sources.
Also, ionospheric plasma, driven by the magnetospheric convection
electric field, transfers momentum to the neutral particles and can
produce winds of about one km sec-I. Both the magnitude and spa-
tial extent of the auroral processes are extremely variable and
related to the level of geomagnetic activity. During large storms,
the energy dumped into the relatively narrow auroral region can
exceed the global EUV input. These localized heat sources can
cause large and sudden density variations, perturb circulation
patterns and launch gravity waves. High latitude processes can
therefore significantly alter thermospheric density, composition
and temperature on a global scale as a result of large geomagnetic
disturbances. Hence, density observed at a given location can
depend on both the past history of density at that location and on
events that occurred at varying distances and times.

Dynamic models are now being developed L22 and 23J. These are
theoretical three-dimensional and time-dependent models that numeri-
cally solve the primitive energy and momentum equations. They
attempt to understand the physics, chemistry and dynamics respon-
sible for thermospheric structure. Parameterizations of various
input fields are necessary for the specification of the physical
processes described in these models. These inputs include solar UV
and EUV energy and their heating efficiencies and eneryi and
momentum sources resulting from the solar wind-magnetosphere inter-
action. The output is a global simulation of the structure and
dynamics of the thermosphere. In their present form, the models
would not be feasible for operational use since they require a CRAY
computer. However, these numerical models provide the means for
guiding development of a new generation of operational models
utilizing realistic physical concepts.
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Fig. 10. Schematic block diajraw. illustrating interactions Lutween
the lower atmosphere, thermospheire and sagnetoiphere.
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SETA-1 density and winds obtained during the March 22, 1979
geomagnetic storm have provided a unique opportunity to test and
evaluate our knowledge and modeling capability of the
magnetosphere/ionosphere/thermosphere system. This period was one
of intense solar-terrestrial observations and analysis. As a
result, the time-dependent variations of auroral and magnetospheric
convection model parameterizations incorporated within the National
Center for Atmospheric Research thermospheric general circulation
model (TGCM) were prescribed in detail as input to the storm simula-
tion L24J. The TGCM predictions of density variability for this
storm period are compared L25] with the satellite data and the
MSIS83 model in Fig 11. Three-dimensional depictions are given for
latitudes above 450 in the northern hemisphere for local times

2200 hrs (left side) and - 1100 hrs (right side). In the day
sector, the SETA measurements clearly confirm the TGCM predictions
of a high-latitude (600-85o) localized region of intense heating
and density enhancement ( - 60%) between 1400 and 1500 UT (Universal
Time), the period of maximum magnetic disturbance. The night sector
is characterized by more wavelike structures and density perturbations
of 20-40% in both the SETA and TGCM data. The extension of the
TGCM "hot spot" farther into the nighttime sector than is consistent
with SETA data is believed due to inaccuracies in the TGCM convection
model position, orientation or latitudinal extent. Over the complete
range of latitudes, Ref. 25 shows that the TGCM and SETA data are
characterized by generally elevated densities (10-20%) after the
1torm (2200 UT) as compared with pre-storm conditions (0800 hrs
GMT). The MSIS model predicts density enhancements of only 10-20%
between 1100 UT and 1800 UT, without the pronounced latitudinal and
temporal structure indicated by the TGCM and the SETA data. It is
evident that the TGCM accounts for time-dependent localized processes
with a much higher time resolution than the MSIS83 model.

CONCLUSIONS

Satellite accelerometer measurements have provided the first exten-
sive description of density variability at low satellite altitudes
and high latitudes. The data have been obtained over a wide range
of solar and geomagnetic conditions. Statistical evaluations of
density results from seven satellites demonstrate that model accura-
cies have not progressed significantly in the past 20 years. Mean
values are given within ± 10% with standard deviations of ± 15%.
Errors encountered for specific applications have been shown to be
sensitive to geographic location, local time and level of geomag-
netic activity as well as to the model used, Development of better
models will result from improvements in our knowledge of the magni-
tude, distribution and transport of thermospheric heating. This
requires coordinated theoretical/observational programs. Specific
recommendations for the lower thermosphere include:
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Extensive interpretation and analyses of the accelerometer data
base. Emphasis should be placed on case studies of spatial/temporal
variations related to geomagnetic activity as a function of solar
flux, season, latitude, longitude and local time.

Continued development of dynamic global circulation models.
Accelerometer density and winds data as well as Dynamics Explorer
satellite data are needed to validate and improve input assumptions.

More realistic indices to describe energy inputs related to
,uroral processes and their interaction with the magnetosphere/
ionosphere system. Auroral electrojet parameters and new high
latitude indices derived from ground-based magnetometers can be
evaluated with accelerometer density data for the same periods.

An extensive lower thermosphere measurements program that
provides a basis for developing accurate relationships between
energy inputs and global density variability. An initial payload
measuring density, composition, winds, temperature and ionospheric
properties is required. A low eccentricity sun-synchronous orbit
(1400/0200 LT) would provide data in local time-latitude regions
not covered by the present data set. Coordination with ground-
based thermosphere dynamics measurements programs (such as the
Coupled Energetics and Dynamics of Atmospheric Regions program)
will greatly enhance data interpretation.

The above recommendations have focussed on applications of accelero-
meter data to improve density models. Since these data measure the
parameter to be modeled, atmospheric density, they must be an
integral part of future programs that attempt to improve density
models. Continued progress in numerical modeling and in geomagnetic
index development together with interpretations of present data and
a critical new measurements program can provide important advances in
thermospheric models.
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6. THERMOSPHERIC GENERAL CIRCULATION MODELS
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6.1 Modeling the Global Structure of the Thermosphere: Circulation, Temperature
and Density

R.G. Roble* and T.L. Killeen+

The earth's thermosphere is driven primarily by the absorption of
solar ultraviolet radiation at wavelengths less than 200 nm. In the
upper thermosphere, solar heating drives a diurnal circulation
from the dayside to the nightside of the earth. In the lower ther-
mosphere, a semi-diurnal circulation dominates driven primarily
by semidiurnal in situ heating components and by upward pro-
pagating tides from the lower atmosphere. Thermospheric winds
calculated by the National Center for Atmospheric Research
(NCAR) thermospheric general circulation model (TGCM) have
been used with a global ionospheric dynamo model to calculate the
global distribution of electric currents and fields for equinox condi-
tions during solar minimum.

At high latitudes, the solar-driven circulation is modified
greatly by magnetospheric convection and auroral particle precipi-
tation. Time-dependent thermospheric responses to auroral
energy and momentum sources calculated by the TGCM display a
wide variety of dynamic phenomena that depends upon the nature
and time history of the forcings. Results from two TGCM simula-
tions, November 21-22, 1981, and March 22, 1979, are described.

INTRODUCTION

Measurements from various U.S. Air Force and the NASA Dynamics Explorer satel-
lites and from ground-based optical and radar observatories have provided considerable
information on global thermospheric dynamics and its response to various magnetos-
pheric forcings. There has also been considerable progress in our ability to model many
of the observed features of the global circulation, temperature, and compositional struc-
ture of the thermosphere. A brief review of this progress is presented.

* Senior scientist at the High Attitude Observatory, National Center for Atmospheric Research, Boulder, CO 80807. The
National Center for Atmospheric Research is sponsored by the National Science Foundation.

+ Associate Professor of Atmospheric Science at the University of Michigan, Space Physics Research Laboratory, Ann
Arbor, MI 48100. Aleo mailing scientist at the High Altitude Observatory, National Center for Atmospheric Research,

Boulder, CO 80507.

6 - 3



PROGRESS IN MODELING THE GLOBAL THERMOSPHERIC STRUCTURE

Solar EUV and UV Driven Circulation

Solar energy in the EUV (5 < X < 103 nm) and UV (103 < X <200 nm) portions of
the solar spectrum is absorbed primarily by the major constituents of the thermosphere,
In the optically thin upper thermosphere, above about 200 km, the solar heating distri-
bution is rather uniform over the dayside, whereas below 200 km the optical depth
increases and solar heating varies with the solar zenith angle. The solar heating distri-
butions in the upper and lower thermosphere for equinox conditions at solar cycle
minimum are shown in Figure 1 (Dickinson et al., 1984). Solar EUV radiation also ion-
izes the constituents of the thermosphere and produces the ionosphere as shown in Fig-
ure 1. Photochemical equilibrium exists in the lower ionosphere and produces an elec-
tron density distribution that varies with the solar zenith angle as shown in Figure 2b.
In the upper ionosphere, near 300 km, the ion gyrofrequency exceeds the ion-neutral col-
lision frequency and the plasma is controlled by the geomagnetic field line configuration
which produces the complex structure illustrated in Figure 2a. The ionospheric plasma,
above 150 kin, moves under the combined influence of the earth's geomagnetic held and
any superimposed electric field. Its motion is largely independent of the neutral gas
motion and collisions between the ions and neutrals exert an ion drag on the neutral gas
motions. This ion drag provides either a resistance to the neutral flow or it can
accelerate it. The ion drag iB proportional to the electron number density and the rela-
tive velocity difference between the ionospheric plasma and neutral gas (e.g., Roble et al.,
1982; Killeen and Roble, 1984). At low- and mid-latitudes, the thermospheric flow above
150 km, to a first approximation, is governed by a balance between the pressure force,
generated by solar heating, and the ion drag force. Below 150 km, the coriolis force
becomes important. Using the solar heating and electron density distributions shown in
Figures 1 and 2 for equinox conditions during solar minimum the NCAR thermospheric
general circulation model has been used to calculate the global circulation, temperature,
and composition structure for the idealized case where auroral processes are neglected
(Dickinson et al., 1981, 1984). The calculated global circulation and perturbation tem-
perature structure, from a global mean value, driven by in situ solar heating only, is
shown in Figure 3.

In the upper thermosphere, the distribution of solar heating drives a largely diurnal
circulation from the high temperature and high pressure region on Lhe daysidte to the low
temperature and low pressure region on the nightside (Figure 3a). The inagnitide ol" the
wind speed is less on the dayside because of increased electron density, and hence ion
drag, than on the nightside. In the lower thermosphere, there are larger semidiurnal in-
situ heating components that give rise to a semidiurnal circulation and temperature
structure as shown in Figure 3b.

The solar-driven circulation of the thermosphere is also influenced by upward pro-
pagating tides that are excited by absorption of solar energy by ozone and water vapor
in the middle and lower atmosphere. Fesen et at. (1986) have specified the tidal struc-
ture at the lower boundary of the NCAR-TGCM and calculated their influence on the
global thermospheric structure as shown in Figure 4. By comparing Figures 3 and 4 it
can be seen that tides primarily affect the structure of the lower thermosphere and they
are gradually dissipated by viscosity, thermal conductivity, and ion drag as they reach
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the upper thermosphere. The longer vertical wavelength 2,2 tidal mode does, however,
reach the upper thermosphere and produces the midnight temperature bulge that has
been observed at equatorial latitudes.

Global Dynamo

Richmond and Roble (1987) have developed a global dynamo model that calculates
the ionosphcric electric fields and currents, and the associated ground magnetic varia-
tions, that are generated by the dynamo actions of winds simulated with the NCAR-
TGCM. The calculated electrodynamic structure, using the winds shown in Figure 4, is
shown in Figure 5. The dynamo model uses a tilted dipole geomagnetic field and allows
for field-aligned current flow between conjugate points, but no magnetospheric dynamo
effects are included. Richmond and Roble (1987) have shown that without tidal forcing
the TGOM winds produce ground magnetic variations that have the general pattern of
Sq variations but that are about only about half as strong. The addition of tidal forcing
improves the agreement between calculated and observed magnetic variations and elec-
tric fields. The calculated electric potential, field-aligned current distribution, total hor-
izontal, and equivalent current function at 11 UT for equinox conditions during solar
cycle minimum are shown in Figure 5. The calculated potential distribution in Figure 5
is in reasonable agreement with empirical model predictions by Richmond et al. (1980).
Field-aligned currents between southern and northern magnetic hemisphere are substan-
tial even at equinox, with about 290 kA flowing at 11 UT. The field-aligned current dis-
tribution is considerably more sensitive to the wind and conductivity patterns than is
the horizontal ionospheric current distribution. Other details of the dynamo simulation
are discussed in detail by Richmond and Roble (1987).

fligh-Latitude Thermospheric Dynamics

At high latitudes, the solar-driven circulation is modified greatly by magnetospheric
convection and auroral particle precipitation. The ion drag momentum source of magne-
tospheric plasma convection drives a largely rotational, nondivergent, double vortex
wind system at F region altitudes that essentially follows the two cell pattern of magne-
tospheric convection. Wind velocities vary with the magnitude of the cross-polar cap
potential drop and magnitudes greater than 500 ms-' are common at high latitudes dur-
ing moderate levels of geomagnetic activity. The circulation and perturbation tempera-
ture structure over the summer hemisphere (southern for December solstice) polar cap
for three different cases is shown in Figure 6 (Roble et al., 1983). The solar only driven
circulation, shown in Figure 6a, has a wind speed of about 100 ms-' and it flows from the
dayside to the nightside over the polar cap. With magnetospheric convection ion drag
forcing, with a cross-polar cap potential drop of 20 kV, the wind speeds in the polar cap
irncrease to 200 ms-' with the two cell pattern of magnetospheric convection being super-
imposed on the tsolar-driven flow. At 60 kV cross-poiar cap potential drop, the two cell
pattern clearly stands out in the neutral wind pattern with speeds approaching 400 ms'.
Joule heating raises the perturbation temperature increasing from 200 lK to 300 K to 450
K for the three cases, rcspecti"ely.

The vorticies generated by magnetospheric convection extend downward into the
lower thermosphere, as shown in Figure 7, with a cold low prf:;&sur, cyclonic circulation
near the dawn terminawr and a warm high pressure anti-cyclonic circulation in the
evening sector. The strength of the vorticies increases with the cross-polar cap potential
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drop as shown in the figure.

The Air Force and Dynamics Explorer satellites have made major contributions to
our overall understanding of thermospheric dynamics at high latitudes and its response
to various magnetospheric forcings. High-latitude neutral winds have been shown to be
driven mainly by and generally follow the basic two cell pattern of magnetospheric con-
vection (Killeen et al., 1982, 1983, 1984, 1985, 1986, 1987; Hays et al., 1984; Rees et al.,
1983, 1985a,b; Roble et al., 1983, 1984, 1987; Forbes et al., 1987; Marcos and Forbes,
1985). Neutral wind measurements have shown relationships dependent upon the B,
(Killeen et al., 1985) and the B. component directions of the interplanetary magnetic
field (McCormac et al., 1985). In addition, satellite data have shown considerable varia-
bility and small-scale structure in both the ion drift velocity and neutral wind vectors.

A number of the observed large-scale features of high-latitude dynamics have been
well modeled by TGCMs. These include the strong anti-sunward flow over the polar
caps (Rees et al., 1983, 1985a; Roble ct al., 1983, 1984, 1987; Hays ef at., 1984; Larsen
and Mikkelsen, 1983), a strong sunward-directed flow observed in the evening auroral
oval (Fuller-Rowell and Rees, 1984; Rees et al., 1985b; Roble et al., 1986), the thermos-.
pheric response to the changing ion drift pattern associated with the B. component of
the interplanetary magnetic field (Rees et al., 1986), and the general temperature and
compositional structure over the polar (Roble dt al., 1984, 1987; Forbes et al., 1987; Rees
et al., 1985a).

Time-Dependent TGCM Simulations

The NCAR-TGGM has been modified recently to Pccommodate time-dependent
auroral forcings and it hab been used to calculate the time-dependent thermospheric cir-
culation, temperature, and compositional patterns for specific events or days. An empiri-
cal magnetospheric convection pattern (Heelis et al., 1982) is used to specify the ion drift
and it has been modified to mimic the observed B, interplanetary magnetic field-induced
shifts. The time-dependent cross-polar cap potential drop is determined using measured
solar wind parameters and an empirical relationship developed by Reiff et al. (1985).

Aurora oval parameters are based on the empirical model developed by Fuller-
Rowell and Evans (1987) using NOAA satellite data of aurora particle precipitation. The
oval characteristics are specified by a single parameter, the estimated hemispherical
power Input from which particle energy flux, characteristic energy, and auroral boun-
daries are obtained through empirical relationships. A fast parameterization that allows
the ionization rate and the ion and electron density to be calculated self-consistently
within the NCAR TGCM has been described by Roble and Ridley (1987). The enhanced
electron density from auroral processes is appropriately added to the electron density
obtaine-d from the Chiu (1975) empirical model and the sum is used to derive the high-
latitude ion drag parameters for time-dependent TGCM simulations.

The parameterized auroral forcings were used in the TGCM to investigate thermos-
pheric dynamics during November 21-22, 1981. Geomagnetic activity was relatively
steady and a detailed comparison of the TGCM predicted high-latitude winds was madei
with wind measurements made by the Dynamics Explorer (DE) satellite on an orbit-by-
orbit basis during the period (Roble et al., 1987a). DE 2 measurements of electric fields
and auroral particle precipitation also enabled a detailed comparison to be made between
the TGCM auroral parameterizations and measurements. TGGMI prediciunb atid DE 2
measurements for six different passes over the northern and southern hemisphere polar
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caps are shown in Figure 8. In general, this sLudy (R~uble et al., 1987a) shows .,hat at
least for this period of steady forcing during moderate geomagnetic. activity there is good
general agreement between model predictions and observations or the large-scale struc-
ture on the evening side of the auroral oval and polar cap. There is, however, consider-
able small-scale structure observed by the DE 2 satellite that is not predicted by the
TGCM.

Roble et al. (1987b) also used the TOGMv to study the thermospheric response to
the geomagnetic storm 4f March 22, 1970. The magnetospheric and ionospheric charac-
teristics of this stlorm have been studied intensively by the CDAW-6 coordinated
workshop (McPherron and Manka, 1985). The time-dependent aurora) forcings; were
estimated from the studies done by CDAW-6 and used as inputs- for the TGOM. The
calculated thermospheric ternp~rature and wind structure oia a constant pressure surface
near 300 km at various timcs during the storm a~re shown in Figure 9. Geomagnetic
activity was low for the period preceding the storm and the wind veloc~ties were gen-
eraiiy smnall with a unirlorm temperature oiver the- polar cap as shown in Figure 9a. At
1230 UT the storm intensified anid both t), wind velocities and temperature increased as
shown in Figure 9b. By 1530 UT, near the peak of the storm when the auroral electroj'et
index AE -was near 1600, the wind velocities approached i kmn s-1 with temperatures
exceeding 2000 K near the thioat of the coiivection pattern as shown in Figure 9c. By
2030 UT (Figure 9d) both the wind velocities and teraperatures decreased but there was
stiji residjual heating arid dynamics lingering after the intense storm period. In the lower
thermos5phere, near 120 kin, the dawn and dusik vortices were ,pun up during the storm
period as shown in Figure 10. Once the vorticies were spun up, they decayed slowly with
t~me with seine residual dynamic:! rernarinng at 24W0( UJT, ý hours after the peak of the
even ft.

Because of the ipl~nUSIVe nature of th~e storm, large-scale thermospheric distur-
bances wtre generated at. F region heights that propatgated equatorward from both
auroial zones. To illustrate the storrintime response two TGCM simulations were made
arid differenice fields were constructed: TGCM storm simulation minus a TOOM simula-
tion where the auroral forcing remained constant at its prE ~ u~s The aurora-
generated disturbances in rnagnetic co'ijugate hemispheres uiatorward and
both reachf-d the equator in about 2 hours, as shown in Fi,. v' interacted.
Converging waves are associated with sinking motion ar... and subse-

(j~;:~t i'' eg g~okm sasWithd 111-We'lilng 'And As A reSUlt,

the temperature- at tl~f! -quator fir-st increases9 by ahout I dhen decreases by
AlbOUt `0 1ý. lb ii'-AC tirig wavts were shown by Fesen ti It1. (1 9137) to havc an
irliporuaint influe-nce on the equatorial ionosphere especially in the midnight sector where
imipulses travel effectively toward lowe~r !atitudes. Finally, comparisons of temperature
difference fields (of the stormn response calculated by the TGCMI and MSI.S-83 empirical
model are shown, in Figure 12. T1here is general agreement in the largc-scalc features
indicating that the overall mnagnitude of the storm is w' deled, however, there 'is
co~nsidlerably more structurme a~ssociatedl with lo~cal r,. )0ons nse heating and wave.
propagation fin the TGCNM flelds that Is niot sly -, InI t h 33 ipred ctions. It appea,",rs
that MSIS-83 gives a good Chum tology or nTic I. at.io~i of the ~,tuorm re~pojise
whereas the '[GUM accniints for t~ine-depemiderit weather proce_-ýses with itmn wiicli higher

F'orbes el al. 11987) compar~ed '1GGM pr(edictiors of winds and nieutral density
wit'i meau r :iiunt. made fiomn a satellite elic' ostatic triaxial acceleromreter (SVP"IA)
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experimc.x. 'Marcoss and Forbes, 1985) for several orbits during the 22 March 1979
geomagnetic storm. The satellite measurements, TGCM predictions and MSIS-1:5 empir-
ical model predictions of the neutral density ratio at 200 km along the .ýAtellhtc orbital
path are shown in Figure 13. Also plotted are the vertical winds at 200 kmi obtained
from TOOM predictions. In comparing the density ratio figures, it is seen that the
TGCM predictions give a better agreement with satellite measurements than MSIS-86.
This indicates that the TOOM has a better representation of small scale structure than
MSIS-86, however, the satellites show considerably more variability than either TGCM
or MSIS-86 predictions.

CONCLUDING REMARKS

Considerable progress ,as been made in recent years in improving our understand-
ing of the main physical processes operating in the thermosphere and ionosphere. This
progress was posnible because of the availability of satellite data on the structure and
dynamics of the thermosphere and ionosphere as well as in the development of new glo-
bal dynamic models for use in interpreting measurements and for predictions of global
phenorriicna. It appears that it may be possible, in the near future, to develop a
sufficiently realistic TGCM for use in the prediction of thermospheric weather that can
be used to improve forecasts of sattellite drag.
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FIGURE CAPTIONS

Fig. I Contours of calculated neutral gas heating rate (J kg-'s-') for equinox conditions
during solar cycle minimum along (a) the model Z = +2 constant pressure surface
level near 300 km and (b) the Z = -4 level near 120 km (Dickinson et al., 1984).

Fig. 2 Contours of the electron number density [log10 (n, ; cn-3 )] obtained from the Chiu
(1975) empirical model for equinox conditions during solar minimum (a) along the
300 km constant height surface and (b) along the 120 km constant height surface.

Fig. 3 Perturbation temperatures from a constant global mean value (solid curves) and
winds (arrows) at fixed pressure levels for equinox conditions during solar minimum
calculated by the TGCM without tides (Fesen et al., 1986). The pressure levels Z =

+2 and -4 correspond to approximate altitudes of 300 and 135 km. The maximum
wind arrows are 136 and 24 ms' on the Z =- +2 and -4 pressure levels, respectively.

Fig. 4 Same caption as for Figure 3 except with inclusion of tides in the TGCM (Fesen
et al., 1986). The maximum wind arrows are 166 and 71 ms-I on the Z = +2 and
-4 pressure levels, repectively.

Fig. 5 (a) Electrostatic potential at 300-km altitude computed a, 11 UT for the case
including semidiurnal tidal forcing. The contour interval is 1 kV. (b) Total hor-
izontal current flowing between 90 and 300 km at 11 UT for the case including
tidal forcing. A vector equal in length to 1 hour of magnetic local time represents
0.1 A m-'. (c) Downward component of field-aligned current at 300 km computed
for 11 UT for the case including tidal forcing. The contour interval is 2 X 10-i A
m-2 . Downward currents have solid contours; upward currents have dashed con-
tours. (d) Equivalent current function for the entire three-dimensional ionospheric-
magnetospheric current system at 11 UT for the case including tidal forcing. The
contour interval is 20 kA. Equivalent current flows counterclockwise around the
dashed contours and clockwise around the solid contours (Richmond and Roble,
1987)

Fig. 6 Polar plots giving the direction and magnitude of the calculated southern hemi..
sphere (summer) high-latitude circulation and contours of perturbations tempera-
ture (K) along the Z = +1 (-- 300 km) constant pressure surface at December sol-
stice for (a) solar heating only, (b) solar heating plus magnetospheric convection
with a cross-polar cap potential drop of 20 kV, and (c) same as (b) except for 60
kV. The wind speed associated with the maximum arrow is 110 ins-" in (a), 200
M-_ in (b), and 380 ms-1 in (c), respectively (Roble et al., 1983).

Fig. 7 Same as in Figure 6 except along the Z = -4 (- 130 km) constant pressure sur-
face. The wind speed associated with the maximum arrow is 75 ms' in (a), 77 rs-l

in (b), and 89 ms' in (c), respectively (Roble et at., 1983).
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Fig. 8 Measured meridional neutral wind by the wind and temperature spectrometer
instrument along the DE 2 satellite track over northern and southern hemisphere
polar caps for six orbits (a) 1639, NH; (b) 1640, NH; (c) 1641, NH; (d) 1641, S11; (e)
1644, NI-; and (f) 1646, NHl, on November 22, 1981. Also shown are TGCM
predicted neutral temperature pattern (K) and neutral wvind vectors along the
model Z = +2 constant pressure surface (.-- 400 kin) over the polar caps at the
times of the DE 2 satellite passes. The outer circle represents a latitude of either ±t

37.5 latitude depending upon the hemisphere (Roble et ai., 1987a).

Fig. 9 Contours of TGCM calculated neutral temperature (K) and neutral wind vectors
(ms-:) on the Z =- +1 constant pressure surface near 300 km over the northern
hemisphere polar cap for four different times on March 2-2, 1979: (a) 0830 UT, (b)
1230 UT, (c) 1530 UT, and (d) 2030 UT. The length of the maximum arrow is 1400
ms1 and is shown for reference (Roble et at., 1987b).

Fig. 10 Same as in Figure 9 except for the Z -4 const ant pressure surface near 120
kmn. The length of the maximum arrow is 275 ms' and all arrows are scaled rela-
tive to this maximumn value (Roble et al., 1987b).

Fig. 11 Contours of the time variation of difference fields (storm simulation minus quiet
variation). (a) Meridional wind (ms-t), (b) zonal wind (ms-'), (c) temperature (K),
and (d) vertical wind (ms-1 ) along the Z == +1 constant pressure surface near 330
kmn. Contour intervals are: (a) and (b) 100 ms"1 , (c) 100 K(, and (d) 5 ms-1 (Roble et
aii., 19S7b).

Fig. 12 Contours of the time variation of the zonally averaged temperature difference
fields (K) (storm simulation minus quiet variation) calculated by the "rGCM and
MSIS-83 models, respectively, illustrating the response to the March 22, 1979, sub-
storms: (a) TGCM-calculatcd temperature difference along thu 325-km constant
height surface, (b) a perspective illustration of that temperature response, (c)
MSIS-83 calculated temperature difference along the 325-kin constant height sur-
face, and (d) a perspective illustration of that temperature response. Contour inter-
vfils are 50 K. (Roble et at., 1987b).

Fig. 13 Three-dimensional depictions of latitude-UTl density ratio variations to an aver-
age prestorm density value at 200 kmn. The upper left panel gives 'IGCM predic-
tions of the density ratio, the upper right lower right panels give the MSIS-86 prned-
ictions and satellite measurerreents, respectively. TGCM predictions of vertical
winds are shown in the lower left panel. The vertical scale ranges are indicated by
the numbers in parenthesis for each figure (Forbes et at., 1987).

S- 12



(a)
90

%30
iiiMi

c-30

-60

(b) zm-4
90 ........

;60

~30

....S?1w..........*o*5.60 06

0 6 12 8 24

LOCAL TIME (h)

Fig. 1



90

-60-.50

30- 3

~~-62

0- 5. 7 5.75-

6_0 4.00 40.00

-30 - .

C4.j75 7

o H
54

-60 4.25

-90

0 6 12 17 24

LOCAL TIME (hrs) *

< I

Fig. 2

60- 14



EMN

90 IE120Z 2

90

30

1-6

-90
180 -150-120-90 -60 -30 0 30 60 90 120 150 180

LONGITUDE

UTIME 1200 T +(UV) z -4
90

tJ30
Q2

-60

-0
180 -150-120 -90 -66 -~ 0 ý0 6-0 90 120 150 180

LONG;ITUrDE

Fig.- 3
6-15



EMN
UTIME =1200 T + (UlV)Z2

06

oo

30

-90

180-150-120-90-60-36 0 03 t90 120 150 180

LONGITUDE

UTIME 1200 T + (UjV) Z -4
90

60 '2

00

180-150-120-90-60 -30 0 30 60 90 120 150 180

LONGITUDE

Fig. 4

6 - If,



0044
1 .4. IF-

0 0

0

0 01

mall

*o C5 C) C1 4

% -- .Jjli /

a l w 3 . . . . . . . . . .

C;) .. .. .. .. .. .

------ -- - - - - --

lo C),\C).L

cis ,cC0

8~fl :Cwu)+
op <.------..---.*

ýF- N

(7. .. . .... 0 0

10 10 0 01

BOCWJ.V1 OU3NOVW403 OOlLL13UNUM4O0

6 - 17



4?4

0 - 6 10



R. G. Roe, 41 at*.

00 04

00 1

066 Is i



w -X

11 ýýWWNMM

-F 0 - -~ *io



UTI 6,30 LOCA7L'CM UT 12,30 LOCAL TIW

0 1400 U/S0 -oW/

UT 15:30 LOCAL limE UT =20:30 LOCAL IIML
122

Is) 140 Cd 40

240 *AD U/ 0 40,

1600B l
800 AD-

02 46 81012 14 16 182022 24
UT

6 2 1 Fig. 9



04

444

*0u



9 MRiOONAL VWND 4M/S) ZONAL WIND (u/S)

_________--__-________________,___ --• .. l J~

90.0

60. 5. uAj K 'V
30. Q 'A

0. o9.9

"4I.0 0 .

SI r o ,i~

-30. /i/'S9(j%
I1 4

so. 7o .0.-90. , ,

0S . 6.12 lB. ' 2" .6 2 6 4

0. NEUTRA TrWPSRATUPE (DC K) VERTICAL W( Sr ()/S)

30.g J.1

4o . - ' 1 2 3 I
1 .i I

- tO. --0 •-----.6 12. 8.24. O, 6 12. I,24.
UT (MRS) UT (HRS;)

6- 23



NEUTRAL TEMPERATURE (DEC) NEUTRAL TEKMPETUR[ (DEC K)

90. v uN[VLA 11U[21~ (C

30.

00

I-~ LIIII

0 0. . 1

(o) UIT (MRS)(b

MSIS TEMPERATURE (DEC K)

WSIS TEhiPECATUR! (DEG K) ____________

30.

0. 0

-30. .5 q,* .

0

-S0 Ile-

-9 0 . .. .. . .-.-.-. .

0. 12 12. 24.

(L) IT (MRS) (d)

Fig. 12

2 • 4



DENSITY RATIO DENSITY RATIO

TGCM AT 200 KM MSIS AT 200 KM
(0.8,1I 6) (0.8, 1.6) .

0o

Co

VERTICAL WIND (M/S) DENSITY RATIO

TGCM AT 200 KM SAT AT 200 KM
WN (-7, )(0.,1.6)

Fig. 13

6 - 25



6.2

NUMERICAL COMPUTATION OF THERMOSPHERIC DENSITY, USING COUPLED IONOSPHERIC /
TUERMOSPHERIC CODES AND P&RAMETERISED SOLAR AND GEOMAGNETIC INPUTS.

David Rees, T. J. Fuller-Rowell.

Department of Physics and Astronomy,
University College London,

Gower Street, London WCIE 6BT, UK.

Abstract:

Numerical codes, describing the structure, chemistry and dy-namics of the
coupled thermosphere and ionosphere system as computed from first principles,
are now available. These fully-couplel numerical models provide a more
accurate means of computing the structure of both the thermosphere and the
ionosphere than previous generations of ionospheric or thermospheric numerical
models, and are also more useful than independent empirical models. Strong
ionosphure - theimosphere interactions, particularly those resulting from
geomagnetic forcing, cause major changes in the structure of the ionosphere,
and in both the strtcture and dynamics of the thermosphere. Parameterising
the solar energy input, and the geomagnetic energy and momentum input remains
one of the major areas of uncertainty. The thermospheric response to a
geomagnetic storm, as simulated by a coupled ionosphere - thermosphere model,
is compared using Lhree disLincL weans of parameterising the geomagnetic
input: the Global Kp Index, the NOAA / TIROS Precipitation Activity Index,
apd the AE index. Daily Mean global predictions of thermospheric temperature,
density and composition are relatively similar, using each of these indices,

and compare with the equivalent MSIS empirical model predictions. However, at
prcgressively shorter time intervals, quite large discrepancies are found in
predicted energy input, according to which index is chosen. Thus the
simulated ionospheric and thermospheric response sometimes depends critically
on the chosen index. The data obtained from recent space-borne global auroral
imaging shows that local and regional variations are not well described by
global geomagnetic parameters. We can conclude that generally, global and
diurnal. mean values can be predicted to the accuracy with which major indices
represent the actual thermospheric inputa. Prediction of small scale and
short-period variations require considerably improved empirical data to
describe the geomagnetic inputs and their variations.

Presented at the Thermospheric Density Workshop AFGL OCT. 22-24, 1987.

ORGANISER: Dr. Frank Marcos, AFGL.
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1. INTRODUCTION.

A knowledge of the density, temperature, composition and dynamics of the
thermospher-e has a large number of practical applications both for the design
and operation of space-borne systems, and in understanding and predicting the
behaviour of the icnosphere as a medium for transmission or reflection of
radio signals used in communication and in radar operations.

It may be considered that density and temperature of the thermosphere should
be the primary objectives of any programme to determine "space-weather".
However, in practice, lknowledge of the temperature and density at a single
location, without a knowledge of the composition (mean molecular mass) will
even cause an extrapolation of density to another location within one scale
height, verticall.y above the original location, to err significantly.

Wird velocity knowledge is also important. Within the polar regions, typical
the-mospheric wind speeds during periods of relatively quiet geomagnetic
act>vity reach 400 - 500 m/sec. Such winds will cause an apparent modulation
oi parceived drag or lift forces in excess of 10 %, depending on the wind
direction relative to the spacecraft velocity. Winds of such magnitudes thus
need to be knowit riz.h reasoonable accuracy if true atmospheric density is to be
determined from drag, accelerometer or mass spectrometer measurement, with a
target accuracy better than about 10 - 15 %. During geomagnetic storms, the
wind modvlation of lift and drag forces may easily exceed 20 % amplitude, due
to wiiLd. approaching 1 km/sec.

Since thermospheric wind systems show a large-scale response to strong
geoitiagneric forcing, sustained mass movements resulting from combined
convection and advection cause changes of thermospheric composition which are
large in magnitude, and which also affect very large regions. Such changes
are fully self-consistant, that is, they can be calculated a-priori, as long
as a global picture of density, temperature, composition and wind velocity,
and their evolution is known. However, such a broad picture is rarely, if
ever, available, and the incomplete nature of the data bases from which
empirical models have been derived provides few examples of the complex
theriiospheric intcractions which occur during strngolv disturbed periods.
Major changes of the thermospheric composition following major geomagnetic
disturbances, also have widespread consequence; for the density and structure
of the ionosphere. Major and large-scale enhancements or depletions of
ionospheric plasma Aensity have drastic consequences for radio communications
over a wide range of frequencies. For complex and critical space-borne remote
sensing systems such as synthetic aperture radar etc, perturbation of raw
data, and large errors in the data recovery process, can occur. These result
partly from dramatic ionospheric path and wavefront changes when ionospheric
plasma densities are strongly perturbed, and partly from unexpected and short-
duration perturbations of the spacecraft orbit or attitude due to anomalous
drag and lift forces.

Since it is impractical to observe the structure and dynamics of the
thermosphere at all places and at all times, a series of numerical Models have
been developed to fulfill the requirements for knowledge of the properties of
the thermosphere. The earliest models were based purely on satel.lite drag
results (Harris and Priester, CIRA 1962. Jacchia 1961, etc), combined with
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theoretical extrapolation (mainly for determining altitude variations using
the principle of static diffusive equilibrium, based on Nicolet, 1961). Later
models incorporated direct measurements of thermospheric composition (from
mass spectrometers) and temperature, derived from incoherent scatter radar and
satellite optical measurements. A complete synopsis of the development and
status of these empirical models can be found in Hedin (1983, 1987), and more
generally within the CIRA 1987.

Empirical models do not reflect the physical processes which cause specific
departures from a "mean" atmosphere. The variability included within
empirical models, in response to important geophysical indices, does contain
descriptions of the strong perturbations which are observed. However, there
is a very large degree of spatial and temporal variability of individual
geophysical disturbances, and recorded thermospheric variations are not keyed
to the geophysical processes or phenomena themselves. Therefore, there are
several intrinsic reasons why thermospheric parameters which should be
strongly correlated or anti-correlated by their underlying common cause, may
show weaker common variations within an empirical model. Moreover, when very
important parameters are not well measured, as is the case with thermospheric
winds, empirical models vill neither be able to successfully represent the
variations of such parameters, nor can the correlation or anti-correlation
with other parameters be properly represented.

It is partly to solve this dilemma that theoretical numerical models of the
thermosphere have been developed during the past decade: A theoretical model
can never exactly predict the real state of the atmosphere, but may, by
relating back to the effects of common physical processes, show the clear
relationship between variations of important parameters. Also, the variations
of parameter;. which are unmeasureable or unmeasured, or in regions which are
not accessible to measurement can be investigated. Such models have to be
dragged back to the real world by comparison with experimental data, and
several examples of such intercomparisons will be presented and discussed
here.

Numerical simulation of the thermosphere from first principles requires that
the most important physical processes which occur within the thermosphere are
treated correctly in mathematical and numerical senses (Fuller-Rowell and
Rees, 1980, 1983, Dickinson et al 1981, 1984, Roble et al 1982). The energy
and momentum sources which drive the thermosphere can be assumed to be
predetermined, and to be invariant to an induced response of the thermosphere.
This pragmatic as.uiaption is often valid: the thermosphere does not determine
the nature of the solar UV and EUV inputs which provide important heat and
ionisation sources. However, the thermosphere does react strongly to forcing.
The wind, temperature and composition response of the polar thermosphere to
ion convection and heating associated with the auroral oval and polar cap are
well documented by ground-based and space-borne observation (e.g. Hays et al
1984, Rees et al 1983, 1985, 1986). Certain of these responses of the
thermosphere may change the nature or magnitude of the forcing process itself.
A back-EMF may develop, due to ion-drag induced E-region winds. Also, plasma
density may be modified through the effects of induced winds or by neutral
uOVO!iLL czialses. Such ctaL116es will affect ionuspheric conducLivity, Joule
heating and ion drag.
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Magnetospheric convection drives plasma within the polar cap and auroral oval
into rapid motion (Heppner 1977, Heppner and Maynard, 1987). These rapid
motions force acceleration of the auroral thermosphere via the process
commonly known as ion drag.

The resulting ion-neutral frictional drag causes direct heating of both ions
and neutrals, commonly known as Joule heating (Cole, 1962, 1972). Induced
winds may increase or decrease (but generally decrease) the ion drag, and the
resulting frictional heating. The induced winds (or more correctly, changed
winds, since there is always a complex wind system in existence prior to a
given geomagnetic disturbance) may induce a 'back-ENF', opposing the initial
magnetospheric convective electric field. This wind system will also induce
ion drifts (or changes in ion drifts) parallel to the local magnetic field.
Such 'parallel' ion drifts will also induce a field-aligned electron flow, to
maintain quasi-charge neutrality. Thus the entire vertical plasma
distribution will respond to wind changes. This change of ion density
distribution will modify the consequent ion drag on the neutrals, and thus
the wind acceleration terms, and finally the winds themselves.

Large induced changes of upper thermospheric compoAtion are caused by
combined advection and convection, induced by strong thermospheric heating in
the polar regions. These composition changes (enhanced concentrations of
molecular nitrogen) are particularly pronounced at F-region heights during
geomagnetic storm periods and within the summer geomagnetic polar region.
Enhanced concentrations of molecular nitrogen cause significant depletions of
F-region plasma densitles by greatly increasing the effective recombination
coefficient, while the ionisation rates, due to the combination of solar
photo-ionisati.on and auroral precipitation, are only slightly changed.

The first serious efforts to create an interactive model for the polar
ionospnere and &,Ajo.phara d publ-.Aie.' by Quegan et al (1982) and Fuller-
Rowell et al (1984). In this model, UT-independent data sets from a global
thermosphere model (UCL) and the 'Sheffield' polar ionosphere model were
iteratively exchanged until stability was achieved. The effects of the model
iterations showed that significant changes in plasma density were caused by
the effects of induced winds. The auroral oval plasma densities were greatly
enhanced compared with those of the Chiu model. As a result. induced winds
and heating were generally greatly increased compared with previous
simulations using the global Chiu (1975) model. These higher winds,
naturally, increased the feedback effect on the ionosphere.

We can contrast this approach with the global ionospheric modelling work of
the Utah State University group (Sojka et al 1979, Sojka and Schunk 1983).
They include quite complex ionospheric codes in their models, and use
uniformly high spatial resolution. However, they have also ignored the light
ions, which can be very important in the regions of the sub-auroral trough
(and elsewhere, Quegan et al 1986). They also assume that the neutral
atmosphere composition is unchanged from a standard atmosphere model by any
consequent thermospheric or ionospheric processes. Also, while they have
assimilated a very simplified anti-sunward cross-polar cap neutral wind flow
as an initial condiri-nn such wind distributions are clearly over-simplified,
and in the real world, both the wind patterns and the neutral thermospheric
chemistry change very markedly in response to geomagnetic forcing. Such
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changes have important consequences for the transport of ionisation, and for
fundamental ionospheric chemistry.

However, even the relatively simple interactive model described by Quegen et
al (1982) could not be universally applied to study UT variations, let alone
the effects of variable solar, geomagnetic and seasonal conditions. The next
stage, developing a fully interactive thermosphere and polar ionosphere model,
was complex, and is described in some detail in a series of papers by Fuller
Rowell et al (1987 b,c) and by Rees and Fuller-Rowell (1987 ab). This fully
coupled model exchanges ionospheric and thermospheric parameters throughout
the region poleward of 550 geomagnetic latitude. At lower latitudes, the
numerical model is presently still dependent on empirical ionospheric
descriptions. Thus, the major purpose of this paper will be to discuss
results, in terms of numerical simulations of local and global thermospheric
density response, when the physics of the major ionospheric-thermospheric
interactions is included within the coupled model. The 'geomagnetic' energy
and momentum sources required to explain the observed thermospheric heating,
density changes, and disturbances of the neutral circulation occur naturally
through the medium of the coupled and interactive physics, and the new model
takes care of the feedback processes in a credible and correct way. A
particular geomagnetic disturbance which occurred between March I and March 2
1982 will be chosen to discuss the results of the simulations.

2. THE COUPLED GLOBAL THERMOSPHERE / POLAR IONOSPHERE MODEL.

The UCL Three Dimensional Thermospheric Model (or GCM) simulates the time-
dependent structure of the vector wind, temperature, density and composition
of the neutral atmosphere, by numerically solving the non-linear equations of
momentum, energy and continuity (Fuller-Rowell and Rees, 3980), and a time-
dependent mean mass equation (Fuller-Rowell and Rees, 1983). The global
atmosphere is divided into a series of elements in geographic latitude,
longitude and pressure. Each grid point rotates with the earth to define a
non-inertial frame of reference in a spherical polar coordinate system. The
latitude resolution is 20, the longitude resolution is 180, and each longitude
slice sweeps through all local times, with a 1 min time step. In the vertical
direction the atmosphere is d4-vided into 15 levels in log (pressure), each
layer is equivalent to one scale height thickness, from a lower boundary of I
Pascal at 80km height.

The time-dependent variables of southward and eastward neutral wind, total
energy density, and mean molecular mass are evaluated at each grid point by an
explicit time stepping numerical technique. After each iteration the vertical
wind is derived, together with tempeiature, heights of pressure surfaces,
density, and atomic oxygen and molecular nitrogen concentrations. The data
can be interpolated to fixed heights for comparison with experimental data, or
with empirical models. The momentum equation is non-linear and the solutions
fully describe the horizontal and vertical advection, i.e, the transport of
momentum.

The neutral t•mnCnhP-r numerira! model uses sn Eu eri-n -pproach1 . Ho-cvcr,
the ionospher 4 c code (Quegan et al 1982, Fuller-Rowell et al 1987 b,c) bas to
be evaluated In a Lagrangian system. The complex convection patterns imposed
by a magnetospheric electric field on plasma movements within the polak
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regions are r, drenced to a fixed Sun - Earth frame, assuming pure E x B
drifts. The electric field is derived by merging a model of magnetospheric
convection (for example one of the models presented by Heppner and Maynard,
1987) with the co-rotation potential (induced by the earth's rotation).
P:,rcels of plasma are traced along their convection paths, which are often
..omplex.

In the ionospheric code, atomic (H+ and 0+) and molecular ion (02+, N2 +, NO+
etc) concentrations are evaluated over the height range from 100 to 1500 km,
and used in the thermospheric code within 350 magnetic latitude of the north
and south magnetic poles. The use of the self-consistent ionosphere at high-
latitudes and an empirical description at low- and mid-latitudes can result in
a discontinuity in the vicinity of the plasmapause. The ionospheric code is
presently being extended to include the self-consistent calculation at mid-
and low-latitudes, including computation of the equatorial anomaly, but these
new results will not be discussed here.

To avoid further repetition of the details of the numerical codes, the reader
is referred to the series of papers previously cited for details of the UCL
thermospheric model (Fuller-Rowell and Rees 1980, 1983), for information on
the Sheffield ionospheric code (Quegan et al 1982, Quegan et al 1986, Watkins,
1978 and Allen et al 1986) and for information on the procedures used to
couple the UCL thermospheric and Sheffield polar ionospheric models (Fuller-
Rowell et al 1987 b,c).

3. PARAMETERISING THE SOLAR AND GEOMAGNETIC INPUTS.

Parameterisation of the solar activity within the UCL thermospheric model has
been described by Fuller-Rowell and Rees (1980, 1983). The extension of this
parameterisation to the coupled ionospheric / thermospheric model has been
described by Fuller-Rowell et al (1987 a,b). In each case, the heating and
photo-ionisation terms are directly linked to the solar EUV and UV fluxes, and
the only local linkage is by means of the solar zenith angle, and the use of
an appropriate Chapman function to describe the vertical variation of heating
or ionisation rate.

Geomagnetic activity variations present a greater degree of difficulty, since
it is not practical to record the full three-dimensional and time-dependent
variations of all energetic particle inputs, and of the polar convective
electric field distribution. Three descriptions of geomagnetic activity have
been considered for this study. The first is based on the description
presented by Fuller-Rowell and Evans (1987), using the "Power Indices" derived
from measurements of auroral electron fluxes from the NOAA / TIROS series of
spacecraft. This index is therefore keyed directly to one of the fundamental
features of geomagnetic activity (i.e. the auroral intensity).

The second index is derived by using published correlations between the NOAA /
TIROS Power Index and the Auroral electrojet (AE) index. The time-dependent
AE index is available with better time resolution than Is the Power Index
itself (which has to be based on the availability of a satellite pass over a
specific region of the auroral oval). On the other hand, the AE index should
reflect the overall behaviour of the entire auroral oval, rather than that of
a specific region which just happens to be under the orbit path of a specific
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satellite. The disadvantage is that AE is derived from measurements of the
surface magnetic field perturbations generated by the ionospheric current
system, in particular the Hall currents, which are non-dissipative, rather
than the currents themselves, their source, or the Field-Aligned Currents
which provide the geom.agnetic power source for the high-latitude ionosphere /
thermosphere system.

The final mode of utilising the NOAA / TIROS Power Index is by relating it to
the variations of the 3-hour global Kp index. This index, has been shown, in
studies using empitical thermospheric data, to be well correlated with
thermospheric mean density and temperature variations. The major disadvantage
of using the Kp index is the poor time resolution implied by its 3-hour
sampling.

We would thus expect to see several key variations in the use of the three
different methods of keying the NOAA / TIROS Power Index to geomagnetic
activity, The AE index should provide the most realistic descriptions of
time-variations on a global scale; the Power Index provides a direct
measurement of the auroral precipitation source, but not of electric fields.
Also specific orbit passes may cross the auroral oval in regions which are not
representative of the activity of the auroral oval as a whole, and at times
when activity is anomalously high or low, compared with the average activity
between successive auroral oval crossings. Kp should describe the overall
mean inputs rather well, however, the consequences of its poor time resolution
may be apparent, and there may be some large-amplitude artificial waves
induced by the often abrupt changes of successive 3 hr. values of Kp. The 3
hr. time variations of Kp also imply that geomagnetic energy inputs will be
maintained at high or low levels for unrealistically extended intervals.

4. THERMOSPHERIC SIMULATIONS.

Results from three time-dependent coupled thermospheric / ionospheric
simulations will be presented here. These simulations have been generated
using three alternative time-dependent• indices to describe the geomagnetic
activity level during the period from 0.0 UT on February 27 1982 until 0.0 UT
on March 3 1982. The geomagnetic index presentation is used to key an auroral
particle precipitation source, which also acts as a source of heat, as well as
ionisation, and which is matched to the appropriate cross-polar cap electric
field, with a related expansion or contraction of the size of the polar cap
and auroral oval. The solar activity was also high during this period (220 <
F30. 7 cm < 265), and the simulation also takes this large heat and solar
photo-ionisation input into account in a time-dependent way.

During the UT day, at all seasons, the geomagnetic polar caps are carried into
and out of sunlight. There is, therefore, a large modulation of the solar
photo-ionisat on and UV/EUV heating ot the geomagnetic polar regions which
causes quite large UT variations in plasma density, conductivity, ion drag anid
Joule and solar heating of the thermosphere. There are consequent large
modulations of the thermospheric and ionospheric response. However, the
phenomena which develop during these simulations show that the UT modulation
is completely. ... m.n... .. by the efc ts rf r.h o. . .... .. ... -.. ......

geomagnetic forcing of the thermosphere and ionosphere.
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5. COMPARISONS OF THE EFFECTS OF USING SPECIFIC INDICES.

The results of the three methods of keying the Power Index variations (NOAA /
TIROS activity levels) are illustrated respectively in Figures 1, 2 and 3 for
the period 0 UT to 24 UT on March 1 1982. Figure I shows the directly-
measured TIROS electron power input, Figure 2, the Power Input keyed to the AE
index, and Figure 3 the Power Index keyed to the Planetary Kp index. The
distinctive characteristics of the three alternative methods of keying to
geomagnetic activity and its variations can be seen by comparing both mean
values and the nature of the temporal. variations during the 24 hour period.
Values are taken into the input data stream of the 3-D coupled model at 12 min
intervals for each of the data sets shown in Figures 1 to 3, and for the same
indices for the da•,s immediately before and after March 1, 1982.

In comparing the three alternative methods of keying geomagnetic activity, it
is important to recall that the total geomagnetic energy dumped into the
thermosphere is considerably greater than the electron precipitation alone
(i.e. as directly measured by NOAA / TIROS). The electron precipitation
causes a considerable increase in the ionospheric conductivity within the
polar regions. The further increase of the cross-polar cap electric field
normally associated with enhanced levels of geomagnetic activity, and the
equatorward expansion of the auroral oval and polar: cap, cause the integrated
Joule heating to exceed the particle heating by a considerable factor (* 3 - 5
- Fuller-Rowell and Rees,1987). Thus, sustained and elevated levels of the
activity index will cause far greater thermospheric heating (and consequent
ionospheric effects es well) thnn might be inferred from considering the
electron precipitation rates alone.

The sustained high values of Kp, late on March 1 (10 to 24 UT, Figure 3), will
therefore provide inputs (through the appropriate keying of the Power Index)
which will energise the thermosphere / ionosphere system considerably more
than when the direct Power Index (Figure 1), or the AE-driven Power Index
(Figure 2) are used. There are also very important differences in the time
variations. The AE-driven values lag the direct NOAA / TIROS Power Index
variations, by about 2 hours. It is not obvious what causes this lag, and we
have not investigated whether the lag is purely coincidental for this period,
or is a systematic effect. The consequence is that major geomagnetic effects
In the thermosphere, particularly in temperatures and winds, which are quick
to respond to high activity levels, follow quite different temporal
variations, depending on the chosen method of keying the Power Index. Some
major mid-latitude effects, due to the propagation of gravity waves, for
example, and any subsequent ionospheric effects, will thus also show a quite
different evolutiona.

On the second day uf the storm, both the AE and Kp indices show a fall in
geomagnetic actirity at the end of the second 24 hour period (not illustrated
here) while the direct NOAA / TIROS Power Index (i.e, the real-time satellite
%lectron measurements) maintains high values. In analysing the simulations,
arid comparing with the real thermospheric data available from DE-2 (NACS), we
should be careful to assess which of these indices may provide the most
appropriate description of the way in which the thermosphere really behaved in
this period. In this paper, however, we will only attempt a very preliminary
aasessment of the comparisons.
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6. VARIATIONS IN THE TIME-DEPENDENT BEHAVIOUR OF THE THERMOSPHERE.

NOAA / TIROS POWER INDEX DRIVEN BY THE AURORAL ELECTROJET.

The behaviour of the thermosphere (240 Kpi) in the model simulation which uses
the NOAA / TIROS power index driven by the AE geomagnetic index is illustrated
in the set of Figures 4 to 9. Figure 4 is at 06 UT, Figure 5 is at 14.4 UT,
Figure 6 is at 15.6 UT, Figure 7 is at 16.8 UT, Figure 8 is at 18 UT, Figure 9
is at 21.6 UT, respectively.

Prior to about 06 UT, the geomagnetic activity had been relatively low,
although with some brief excursions, corresponding to levels of around 3 < Xp
< 4. At 06 UT, the density values at 240 km (Figure 4), reflecting the
genlially q~iet period beforehand, show a variation between 12.6 and 19.2 *

10- kg m- . The highest density values are near 14 LST, and at low
latitudes, with generally the lowest values in the early morning hcurs at
northern (winter) mid to high latitudes. The period before 06 UT had been
relatively quiet before the March 1 / 2 storm, the consequences of earlier
moderate activity can be seen: there are strong waves in the density
structure. These are most obvious in the noon sector, but actually cndzmic,
throughout the entire thermosphere. These are propagating gravity waves, of
typical amplitude 10 % in density, which have equivalent counterparts in
temperature and wind velocity. These propagating time-dependent 'waves'
usually show only small signatures in mean molecular mass: all species co-
vary, since there is no time for diffusive separation, or the re-establishmcnt
of chemical / diffusive equilibrium.

At 14.4 UT, following the major build-up of geomagnetic activity and the
associated increase in energy and momentum inputs, the density distribution
has changed quite dramatically. There are regions of high density at high
(500) mid-latitudes, and in the polar regions, as well as at low latitudes.
Most of the peaks densities are found near 12 - 14 LST in both hemispheres,
with increases of the order of 20 - 30 % compared with values in the same
regions (latitude, local time) at 06 UT. The signatures of sharply-
intensified winds around the auroral oval also show the dramatic effects of
the increased geomagnetic activity immediately before 14 UT.

A general tendency can already be noted: during major disturbances, the
highest density values will increase, and the density contrast will also
increase. The highest density values can be often found adjacent to the
regions of strongest heating, and not necessarily (except for 'peak' effects
due to the coincidence of several propagating gravity waves) in the regions
which are most strongly heated by geomagnetic forcing.

At 15.6 UT, some very high density values ( > 24 * 10"11 kg m- 3) re found in
the dusk auroral oval, in both hemispheres. These values represent an
increase of nearly a factor of 2 compared with the same regions at 06 UT,
before the major activity of the storm. These values are the result of the
intense geomagnetic activity (as measured by AE) which occurred between 12 and
i4.) u5v. The highest density values Lu L5.6 UT occur in regions where there
is very intense Joule heating and ion drag wind acceleration.
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Following the period of high geomagnetic activity between 12 and 14.5 UT,
there is a steady increase in the global lowest density values, a trend which
continues through 21.6 UT.

At 16.8 UT, the highest density values have decreased slightly (23 * 10-11 kg
m ), and are at high mid-latitudes (500) in each hemisphere. The polar wind
systems, as at 14.4. and 15.6 UT, are still very energetic. There are maximum
sunward winds in excess of 600 m/sec in the dusk auroral oval and anti-sunward
winds of similar values over the central part of the polar cap.

The regions of highest density continue to propagate equatorward, and by 18
UT, are found around 300 - 400 latitude. in each hemisphere. By thi. time, the
highest density values have decreased some 10 % below the maximum values at
15.6 UT. At 18 UT, also, some legions of quite low density have developed
within the polar caps (9 * 10-1 kg m-3), where temperatures are still quite
high, following the previous extensive activity. A night-side equatorial
region of high density has also developed at 18 UT, where the density is
virtually equal to the maximum mid-latitude daytime value ( H * 10-3 kg in3),

and significantly higher than the sub-solar value (18 * 10" kg rm ). This
midnight density maximum is quite a transient feature, caused by the
equatorward propagation and merging of waves from both polar regions.

5y 21.6 UT, new high-latitude regions of high density have developed,
particularly in the southern (summer) hemisphere, howeve1 1 this -ime in the
early morning hours. The lowest global values (14 * 10- kg m ) have
increased 50 % in the period since 18 UT, with a modest (10 %) increase in the
maximum density values. There is still a great deal of structure throughout
the entire global thermosphere. It should be noted that in complex
disturbances, such as the one simulated here, while it becomes difficult to
identify wave-like structures after they have crossed the equator, from their
high-latitude origin, they certainly do propagate for quite long periods. In
simpler simulations, a single strong geomagnetic pulse results in individual
waves which can be identified and observed while they propagate around the
globe.

DIRECT NOAA / TIROS POWER INDEX

The storm-time response of the thermosphere (240 Km) in the model simulation
which uses the direct NOAA / TIROS power index is illustrated in the set of
Figures 10 to 15. Figure 10 is at 06 UT, Figure 11 is at 14.4 UT, Figure 12
is at 15.6 UT, Figure 13 is at 16.8 UT, Figure 14 is at 18 UT, Figure 15 is at
21.6 UT, respectively.

This sequence of Figures shows the evolution of thermospheric density during
the first day of the storm, comparable to that shown in Figures 4 through 9
for the AE-driven Power Index. At 06 UT (Figure 10), the structure, mean,
peak and lowest values are quite similar to those shown in Figure 4.

By 14.4 UT, however, there are two significant differencsr Firstly, the peak
density values are 10 % higher than in the AE-driven simulaticon. At. all
subsequent times, however, the simulation using the AE-driven Power InduX
shows the highest density values. Secondly, the density 'wave' structure is
Cuitsidetably uiial:ug. The highest deaiity values in thc direct Power index
simulation are found at mid-latitudes in both hemispheres, and not near the
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equator. It, a considerable nurr-i of areas, detailed differences of density
structuto of the order of 20 - 30 % occur.

By 15.6 UT, the regions of high density, which were located near 400 - 500
latitudes at 14.4 UT, have migrated toward the equator, reaching about 300
latitude. This process continues, so that by 16.8 UT, the highest density
values have reached the equatorial region. There is also a very pronounced
density wave activity (amplitudes 10 - 20 %) at 16.8 UT.

A further series of high amplitude density waves are being generated at high
latitudes at this time, due to the high activity. By 18 UT (Figure 18), there
are several series of propagating waves en route toward the equator. At 21.6
UT, the geomagnetic activity is again very high, and, for the first time in
this sequence, the highest global density occurs at southern polar latitudes
(800). The density distribution is highly structured at 21.6 UT. Compared
with the real world, the peak amplitudes of 'density waves' within the
simulations are smaller. We would also anticipate that low spatial and
temporal frequencies are emphasised in the simulations.

By 21.6 UT, the globally lowest value of air density at 240 kmo, ich wai at
high (800) northern latitude at 06 LT, has climbed to 14.5 * 10" kg m , a
factor of 40 % greater than the lowest density value at 06 UT, early in the
development of the storm.

NOAA I TIROS INDEX DRIVEN BY Kp.

In this simulation, the changes of geomagnetic input occur abruptly. Abrupt
changes of activity from low to high levels, and vice versa, generate major
wave-like disturbances, at times of sharp increases and decreases of activity.
Figures 16, 17 and 18 show global distributions of density and winds at 240 km
at 06, 14.4 and 21.6 UT, respectively, as taken from this simulation. The
wind and density patterns, for periods of several hours after cbzupt increases
or decreases of energy input rates, show wave disturbances of comparable
magnitudes to those in the simulations where the direct Power Index is used,
or when the Power Index is driven by AE. Although the frequency of changes in
the energy input is lower for the Kp-driven simulation, strong waves are still
generated.

At 06 UT, the global density patterns and peak, minimum and average values are
similar to those obtained with the other two simulations. However, at 14.4 UT
and particularly at 21.6 UT, the density values generated within the Kp-driven
simulation are considerably higher than those displayed in the direct or the
AE-index driven simulations, At 21.6 UT, due to the sustained high Kp values,
and thus geomagnetic energy inputs, the peak densities are 50 % higher than in
the other simulations, and a factor of 2 abovb the pre-storm values (for
example at 06 UT).

Quite obviously, the geomagnetic energy input levels during the period between
12 and 24 UT in the Kp-driven simulation correspond to a sustained full storm.
Anti - sunward neutral wind_, over the polar cap reach close to 1 km/sec, similar
to peak values observed by the Dynamics Explorer FPI (flays et al 1983, Rees et
al 1986). Similarly in the dusk auroral oval, the sunward wind speeds are
similar to those observed rather rarely during very disturbed periods, both
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from DE-2, and by ground-based Fabry-Perot interferometers (Rees et al 1984,
Meriwether et al 1984).

7. COMPARISON OF THEORETICAL MODEL SIMULATIONS, EMPIRICAL MODEL PREDICTIONS
AND OBSERVED THERMOSPUERIC DENSITIES.

7.1 COMPARISON WITH MSIS-86 DENSITY AND COMPOSITION PREDICTIONS FOR THE
MARCH I / 2 1982 DISTURBANCE.

Figures 19, 20 and 21 show presentations of the predictions from the MSIS 1986
empirical mode]. (at 240 Km) for 06 UT, 14.4 UT and 21.6 UT, respectively, on
March 1 1982. The MSIS model has been used in its full time-dependent form
(Season, UT, ap), and at maximum resolution available with the number of
available harmonics available within the MSIS formulation.

Early on in the disturbance, at 06 UT, and also at 14.4 UT, the MSIS model
predicts values which are systematically lower than the three simulations,
although the average values are only perhaps about 10 % lower than those by
generated by the AE-driven simulation, and 20 % less than those of the
simulation directly-driven by the Power Index. Later, at 21.6 UT, the MSIS
density values also rise, driven by the increase in Ap. The rise in MSIS
densities is slightly less than that produced in the simulation directly-
driven by the Power Index, about 10 % less than the AE-driven simulation, but
as much as 50 % lcss than the values obtained when the simulation is indexed
to Kp. In overall values, the MSIS densities at 21.6 UT are very similar to
those of the AE-driven simulation at 15.6 UT (when AE has been at high values
for about 2 hours)

7.2 COMPARISON OF THE NUMERICAL MODEL RESULTS WITH OBSERVED DE-2 (NACSj
DENSITY AND COMPOSITION VALUES DURING THE MARCH 1 / 2 1982 DISTURBANCE.

In Figures 22, 23 and 24, the observed and simulated density values for three
perigee passes of the DE-2 spacecraft are compared (6.4, 12.9 and 23.6 UT
respectively, March 1, 1982). The spacecraft altitude variations around
perigee are shown, along with the measurements of total gas density, and the
separate atomic oxygen and molecular nitrogen densities. The model results
were obtained by cutting through and sampling the full 4-dimensional data set
from the time-dependent model, exactly corresponding to the altitude,
latitude, longitude and time variations of the DE-2 spacecraft for each
specific orbit. The full global simulated model data sets are illustrated by
the Figures discussed earlier, although it is clearly not practical to display
two-dimensional plots at all altitudes for each exact time.

One of the unfortunate facts was that during the very interesting period
between 14 UT and 23 UT, on March 1, 1982, there was little NACS data
available. It is thus not possible to compare in detail the expected rapid
time-dependence of the thermosphere in density and composition during this
period, as predicted by the numerical simulations, responding to the changes
in geomagnetic activity.

Near perigee, on each of these three passes, the simulated density values
exceed the observed values, but only by about 15 - 20 %. Around 400 km, the
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observed and simulated densities 'cross-over', with the simulated values being
lower than observed values at higher altitudes, and also at the higher
latitudes. This presentation (log scale) tends to under-emphasise any wave-
like variations of density. In detail, the observed and simulated atomic
oxygen values agree remarkably well at lower latitudes and altitudes (within
10 %). At low latitudes and altitudes, simulated molecular nitrogen density
values are greater than observed values, and cause the simulated total density
values to exceed those actually observed.

It should be noted that the perigee location during this period was at low
latitudes, well away from any high-latitude source of geomagnetic energy. The
excess molecular nitrogen densities in the simulation are thus not due to the
simulation over-estimating the effects of auroral upwelling and outflow (wind-
driven diffusion) resulting from high-latitude heating.

At high latitudes, the DE-2 spacecraft was also at high altitudes (above 400
km). There is a trend, which is modest at 06 UT, and which then becomes
progressively larger at 13.6 UT and at 23.6 UT, for the observed high latitude
molecular nitrogen and total density values to consistently exceed those in
the AE-driven simulation. Atomic oxygen, in the simulation, is abou, 40 % too
low at 23.6 UT, and closer in the previous orbits, however, molecular nitrogen
is a factor of 5 greater in the real world than in the AE-driven cimulation,
while observed total density was v factor of 3 higher than in the AE-driven
simulation (at the high altitudes .> 500 Km)and latitudes), a marked departure
from the quite good agreement obtained earlier, around 06 UT and at 12.9 UT.

The high latitude DE-2 NAGS N2 density increase appears to be related to
geomagnetic heating, and the very high observed values are confined to the
geomagnetic polar caps.

7.3 COMPARISON BETWEEN OBSERVED DE-2 (NACS) DENSITY AND COMPOSITION DATA AND
MSIS VALUES DURING THE MARCH 1 / 2 1982 DISTURBANCE.

In Figures 25, 26 and 27, the DE-2 NACS observed and MSIS density values for
the same three perigee passes of the DE-2 spacecraft are compared (6.4, 12.9
and 23.6 UT respectively, March 1, 1.982). The spacecraft altitude variations
aroulid perigee are shown, along with the measurements of total gas density,
and the separate atomic oxygen and molecular nitrogen densities. The MSIS
values were obtained exactly corresponding to the altitude, latitude,
longitude and time variations of the DE-2 spacecraft for each specific orbit.
The full global MSIS data sets are illustrated by the Figures discussed
earlier.

Below 400 km, the total density values observed by DE-2 NAGS, and predicted by
the MSIS (86) model are in very good agreement (10 20 %). At higher
altitudes, somewhat larger discrepancies appear (20 - 30 %). In the
individual constituents, the agreement is not so good. There is a persistent
tendency for MSIS to over-estimate atomic oxygen density and thus total
density, while MSIS molecular nitrogen values are close to NAGS observed
values, below about 400 - 450 km. At higher altitudes, there is no such
obvious trend, molecular nitrogen is over-estimated by MSIS compared with NACS
observations at 06 UT and at 12.9 UT.
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At 23.6 UT, MSIS does a better job of predicting the total and constituent gas
densities. This appears to be somwhat anomalous, since the general global
MSIS values are lower than those in the AE-driven simulation at this timel It
appears that the model has predicted regions of high density, but not where
they were actually observed! This is probably an indicator that the time
variation used to key the Power Index is imperfect, compared with the real
temporal variations of geomagnetic energy input. We have not plotted the data
in the Kp-.driven simulation for comparison at this stage: the peak densities
are a factor of 50 % higher than in the AE-driven simulation, and thus should
be closer to the NACS data. However, that does not necessarily mean that the
Kp indexed simulation is, overall, the most realistic simulation.

In general, MSIS predicts total density and nitrogen density up to 400 km
slightly more accurately than any of the theoretical numerical simulations.
However, the theoretical model does better at predicting atomic oxygen density
than MSIS at both low altitudes and at high altitudes. The obvious advantagu
of the theoretical model is that the simulations include self-consistent
neutral wind, temperature and high latitude ionospheric data. Similarly, the
theoretical model does provide some explanation for specific phenomena and
departures of the atmosphere from a mean state. The theoretical model also
provides some insight into the magnitude of wave-like disturbances in winds,
temperature and composition, related to the time-dependence oi geomagnetic
activity.

8. A NUMERICAL DATA BASE OF THEORETICAL THERMOSPHERIC PARAMETERS FOR VAX AND
PERSONAL COMPUTERS.

Considerable amounts of computer time are required to complete a simulation
using the coupled numerical codes described in this paper. In addition, a
considerable amount of effort is required to maintain the suite of programmes,
which comprise the numerical model, and the many data routines which describe
the physical processes occurring within the thermosphere and ionosphere. A
convenient method has been developed to enable the model data to be accessed
and used more widely. The large numerical data base has been reduced by a
factor of about 150 in size by a process called High Energy Fourier Filtering.
The coefficients which are produced by this process can be decompressed quite
quickly by a VAX or IBC PC-class computer (Batten et al 1987). This process
is described in a little more detail in the Appendix, or the reader is
referred to Batten et al (1987). A VAX data tape, or suitable floppy disks
for use with an IBM PC can be obtained on request from the UCL group.

SUMMARY

Three numerical simulations have been performed to investigate the
response of thermospheric density to the March 1/2 1982, geomagnetic storm.
These simulations have been driven, respectively, by the geomagnetic energy
and momentum sources related to the TIROS/NOAA Precipitation (Power) Index,
where the time-dependence has been defined by AE, the direct observed Power
Index, ot by Kp.

The time variation of each index differs substantially and consequently the
thermospheric response has a distinctive character in each case. During the
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quiet initial phase of the simulations, the simulated thermospheric responses
are similar, and compare favourably in magnitude and structure with the NSIS
empirical model predictions. During the major phase of the disturbance,
however, large differences exist between the three numerical simulations and
in comparison with the empirical MSIS model.

At high latitudes and at 240 km, the numerical model density predictions
exceed MSIS derived densities by 50%, aL times when the geomagnetic sources
are at their most intense. At the end of the UT day of March 1, 1982, a
sustained period of high Kp, not matched by the AE index, or by -,e direct
Power Index, causes the 240 km densities in the Kp-driven simul -ion to exceed
those generated in the other two simulations by a factor of 50 %.

Comparison of the numerical model predictions with the DE-2 NACS density data

showed agreement to within about 20% for the periods when experimental data
was available, with the exception of high altitudes (> 450 KFn) and high
latitude regions on the DE-2 orbit at 23.6 UT. During that orbit, the
observed (NACS) densities at high altitudes and in the polar region,
considerably exceeded the simulated values, although the results of the
simulations and the NACS data were in quite good agreement at low altitudes
and latitudes, even at that time.

Generally, the observed (NACS) and simulated (theoretical model) values of
atomic oxygen densities agreed closely (10 - 20 %) at both low altitudes and
at high altitudes, with larger departures for molecular nitrogen.

In general, MSIS predicts total density end nitrogen density up to 400 km
somewhat more accurately than the theoretical numerical models. However,
MSIS, In l was not so impressive with its predictions of atomic oxygen
density, which fiequently departed further from the NACS data than the
predictions cf th0 theoretical simulations.

The theoretical model has the advantage that the simulations include self-
consistent neutral wind, temperature and high latitude ionospheric data. The
theoretical model also provides some explanation for specific phenomena and
departures of the atmosphere from a mean state.

The theoretical model also provides some insight into the magnitude ot wave-
like disturbances in winds, temperature and composition, related to the time-
dependence of geomagnetic activity.

These conclusions would, however, be of more practical value, were it clearer
which geomagnetic activity index provided the most accurate key to the

magnitude and temporal variations of geomagnetic forcing of the thermosphere.

At the time of this analysis, the experimental data available from NAGS do not
quite provide enough time resolution to clearly distinguish between the merits
of the three geomagnetic indices which have been used to drive the thLcretLcal

model. For each of the three orbits studied in some detail, there are
indications that a different one of the three simulations is doing slightly
better than the other two. However. there Is no clepr i•dication that on,-
particular index does consistently better than the others.
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The most serious anomaly in density prediction occured with data obtained
during the orbit at 23.6 UT. NACS densities at high altitudes and high
(polar) latitudes exceed those in the theoretical model by a significant
factor. While the MSIS density predictions at this time at 240 km fall below
those in the theoretical model, the MSIS densities at the high polar latitudes
and high altitudes do follow the NACS data better than those generated by the
theoretical model. Investigating the detailed reasons why this anomaly occurs
is beyond the scope of the present study, but will be the subject of a future
analysis.

hs a general conclusion, it appears that self-consistent theoretical numerical
models which properly account for the major thermospheric-ionospheric
interactions resulting from particle heating, Joule heating and ion drag are
now capable of predicting thermospheric density over the height range up to
400 - 500 km with P. comparable accuracy to empirical models. This accuracy
cannot be achieved with simulations which do not contain the physics of the
self-consistent thermospheric - ionospheric interactions.

Significant additional work is required on the evaluation of geomagnetic
indices, since these provide the critical key for understanding the way in
which energy and momentum is transferred through the magnetosphere, into the
polar ionosphere, and finally energises the thermosphere. None of the present
indices seem ideal, and consideration will have to be given, as the result of
a more detailed study, to producing a new index, either by combining and
weighting existing indices, or by developing a niw approach.

Initiatives to enlarge the range of frequently-me:,sured geophysical pazameters
such as observations of cross-polar cap electric fields, Field-aligned
currents, etc, will be of very great value, since they directly measure the
major factors in the energy and momentum inputs. AE and Kp only measure
ground-level magnetic effects which are indirectly, rather than directly,
related to thermospheric momentum and energy sources,

The present global average accuracy of the theoretical model at 240 km (20 %)
for [0] and total density, rather worse for N2, has been considered during a
storm period. The 'quiet time' accuracy is rather better. The accuracy could
be improved by a better geomagnetic index, in particular, one which included
real-time muonitors of the actual geomagnetic inputs.

Wind velocity, in addition to air density, is of importance for computation of
drag and lift forces on space structures, since both are proportional to the
square of the relative velocity. The theoretical models therefore have major
advantage during large disturbances. With wirtd6 reaching i km/sec, the
maximum uncertainty or error in calculating aerodynamic drag or lift, due to
ignorance of wind velocity, can be as high as 50 %, a worst case difference
between a 1 km head wind or tail wind, at an orbital velocity of 8 km/sec.

For similar reasons, there is a necessity to allow for wind velocity in the
derivation of density by drag or mass spectrometer techniques, with the latter
being less prone to severe error, since the mass spectrometer density is
proportinnal to relative air impact velocity, rather than its square (for drag
and lift).
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FIGURE CAPTIONS.

Figure 1. NOAA / TIROS Power Index or Activity Level, 0 - 24 UT March 1 1982:
Direct satellite measurements, as available. Note mean level is about 8, with
rapid fluctuations between 6 and 10.

Figure 2. NOAA / TIROS Power Index or Activity Level, 0 - 24 UT March 1 1982:
Scaled from the observed variation of the Auroral Electrojet Index (AE). The
mean level is also about 8, but the AE driven Power Index falls sharply at the
end of the period, after 21 UT.

Figure 3. NOAA / TIROS Power Index or Activity Level, 0 - 24 UT March 1 1982:
The index is driven by the global Kp values, which stay very high (10+) until
15 UT, and then fall steadily to 8 at the end of the period.

Figure 4. SIMULATION SA2, USING THE TIME-DEPENDENT MILLSTONE HILL E-FIELD,
TIROS POWER INDEX, driven by AE, MAR 1 82. HIGH SOLAR ACTIVITY, COUPLED
IONOSPHERE-THERMOSPHERE MODEL, 240 km TOTAL DENSITY. 06 UT.
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Figure 5. SIMULATION SA2, USING THE TIME-DEPENDENT MILLSTONE HILL E-FIELD,
TIROS POWER INDEX, driven by AE, MAR 1 82. HIGH SOLAR ACTIVITY, COUPLED
IONOSPHERE-THERMOSPHERE MODEL, 240 km TOTAL DENSITY. 14.4 UT.

Figure 6. SIMULATION SA2, USING THE TIME-DEPENDENT MILLSTONE HILL E-FIELD,
TIROS POWER INDEX, driven by AE, MAR 1 82. HIGH SOLAR ACTIVITY, COUPLED
IONOSPHERE-THERMOSPHERE MODEL, 240 km TOTAL DENSITY. 15.6 UT,

Figure 7. SIMULATION SA2, USING THE TIME-DEPENDENT MILLSTONE HILL E-FIELD,
TIROS POWER INDEX, driven by AE, MAR 1 82. HIGH SOLAR ACTIVITY, COUPLED
IONOSPHERE-THERMOSPHERE MODEL, 240 km TOTAL DENSITY. 16.8 UT.

Figure 8. SIMULATION SA2, USING THE TIME-DEPENDENT MILLSTONE HILL E-FIELD,
TIROS POWER INDEX, driven by AE, MAR 1 82. HIGH SOLAR ACTIVITY, COUPLED
IONOSPHERE-THERMOSPHERE MODEL, 240 km TOTAL DENSITY. 18 UT.

Figure 9. SIMULATION SA2, USING THE TIME.-DEPENDENT MILLSTONE HILl, E-FIELD,
TIROS POWER INDEX, driven by AE, MAR 1 82. HIGH SOLAR ACTIVITY, COUPLED
IONOSPHERE-THERMOSPHERE MODEL, 240 km TOTAL DENSITY. 21.6 UT.

Figure 10. SIMULATION SMI, USING THE TIME-DEPENDENT MILLSTONE HILL E-FIELD,
TIROS POWER INDEX, MAR 1 82. HIGH SOLAR ACTIVITY, COUPLED IONOSPHERE-
THERMOSPHERE MODEL, 240 km TOTAL DENSITY. 06 UT.

Figure 11. SIMULATION SMI, USING THE TIME-DEPENDENT MILLSTONE HILL E-FIELD,
TIROS POWER INDEX, MAR 1 82. HIGH SOLAR ACTIVITY, COUPLED IONOSPHERE-
THERMOSPHERE MODEL, 240 km TOTAL DENSITY. 14.4 UT.

Figure 12. SIMULATION SMI, USING THE TIME-DEPENDENT MILLSTONE HILL E-FIELD,
TIROS POWER INDEX, MAR 1 82. HIGH SOLAR ACTIVITY, COUPLED IONOSPHERE-
THERMOSPHERE MODEL, 240 km TOTAL DENSITY. 15.6 UT.

Figure 13. SIMULATION SMI, USING THE TIME-DEPENDENT MILLSTONE HILL E-FIELD,
TIROS POWER INDEX, MAR 1 82. HIGH ROLAR ACTIVITY, COUPLED IONOSPHERE-
THERMOSPHERE MODEL, 240 km TOTAL DENSITY. 16.8 UT.

Figure 14. SIMULATION SMI, USING THE TIME-DEPENDENT MILLSTONE HILL E-FIELD,
TIROS POWER INDEX, MAR 1 82. HIGH SOLAR ACTIVITY, COUPLED IONOSPHERE-
THERMOSPHERE MODEL, 240 km TOTAL DENSITY. 18 UT.

Figure 15. STMULATION SM1, USING THE TIME-DEPENDENT MILLSTONE HILL E-FIELD,
TIROS POWER INDEX, MAR 1 82. HIGH SOLAR ACTIVITY, COUPLED IONOSPHERE-
THERMOSPHERE MODEL, 240 km TOTAL DENSITY. 21.6 UT.

Figure 16. SIMULATION S!'I, USING THE TIME-DEPENDENT MILLSTONE HILL E-FIELD,
TIROS POWER INDEX, DRIVEN BY KP, MAR 1 82. HIGH SOLAR ACTIVITY, COUPLED
IONOSPHERE-THERMOSPHERE MODEL, 240 km TOTAL DENSITY. 06 UT.

Figure 17. SIMULATION SMI, USING THE TIME-DEPENDENT MILLSTONE HILL E-FIELD,
TIROS POWER INDEX, DRIVEN BY KP, MAR 1 82. HIGH SOLAR ACTIVITY, COUPLED
IONOSPHERE-THERMOSPHERE MODEL, 240 km TOTAL DENSITY. 14. 4-UT.
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Figure 18. SIMULATION SMI, USING THE TIME-DEPENDENT MILLSTONE HILL E-FIELD,
TIROS POWER INDEX, DRIVEN BY KP, MAR 1 82. HIGH SOLAR ACTIVITY, COUPLED
IONOSPHERE-THERMOSPHERE MODEL, 240 km TOTAL DENSITY.2.I.6UT.

Figure 19. MSIS prediction, MAR 1 82. HIGH SOLAR ACTIVITY, R60, 240 km TOTAL
DENSITY. 06 UT.

Figure 20. MSIS prediction, MAR 1 82. HIGH SOLAR ACTIVITY, R60, 240 km TOTAL
DENSITY. 14.4 UT.

Figure 21. MSIS prediction, MAR 1 82. HIGH SOLAR ACTIVITY, R60, 240 km TOTAL
DENSITY. 21.6 UT.

Figure 22. Comparison between DE-2 NACS data and the numerical simulation for
the orbit at 06.4 UT, Mar 1 1982. The data are shown in four segments. These
display spacecraft altitude versus latitude, and the latitude profiles of
Total Density, Molecular Nitrogen Density and Atomic Oxygen Density variations
are shown.

Figure 23. Comparison between DE..2 NAGS data and the numerical simulation for
the orbit at 12.9 UT, Mar 1 1982. The data are shown in four segments. These
display spacecraft altitude versus latitude, and the latitude profiles of
Total Density, Molecular Nitrogen Density and Atomic Oxygen Density variations
are shown.

Figure 24. Comparison between DE-2 NAGS data and the numerical simulation for
the orbit at 23.6 UT, Mar 1 1982. The data are shown in four segments. These
display spacecraft altitude versus latitude, and the latitude profiles of
Total Density, Molecular Nitrogen Density and Atomic Oxygen Density variations
are shown.

Figure 25. Comparison between DE-2 NACS data and MSIS for the orbit at 06.4
UT, Mar 1 1982. The data are shown in four segments. These display
spacecraft altitude versus latitude, and the latitude profiles of Total
Density, Molecular Nitrogen Density and Atomic Oxygen Density variations are
shown.

Figure 26. Comparipon between DE-2 NACS data and MSIS for the orbit at 12.9
UT, Mar 1 1982. The data are shown in four segments. These display
spacecraft altitude versus latitude, and the latitude profiles of Total
Density, Molecular Nitrogen Density and Atomic Oxygen Density variations are
shown.

Figure 27. Comparison between DE-2 NAGS data and MSIS for the orbit at 23.6
UT, Mar 1 1982. The data are shown in four segments. These display
spacecraft altitude versus latitude, and the latitude profiles of Total
Density, Molecular Nitrogen Density and Atomic Oxygen Density variations are
shown.

Figure 28. Numerical simulation: J3, A2 / A2 polar electric fields, DEC 21,
CHIU ionosphere, CIRA 1987 simulation, ORIGINAL data, PRESSURE LEVEL 12. 00
UT.
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Figure 29. Numerical simulation: J3, A2 / A2 polar electric fields, DEC 21,
CHIU ionosphere, CIRA 1987 simulation, reconstructed from the * 150 reduction.
PRESSURE LEVEL 12. 00 UT.

Figure 30. Numerical simulation: J3, A2 / A2 polar electric fields, DEC 21,
CHIU ionosphere, CIRA 1987 simulation, differences between Figures 29 and 28."
PRESSURE LEVEL 12. 00 UT.

APPENDIX.

A DATA BASE FOR NUMERICAL MODELS FOR VAX AND PERSONAL COMPUTERS.

Some 436,000 real numbers, describing 15 pressure levels, 91 steps in
latitude, 20 steps in Longitude, 20 steps in UT, and at least 7 geophysical
(atmospheric) parameters are required for each 24 hours of the thermospheric
simulations.

High energy Fourier filtering (HEFF) has been used (Batten et al 1987) to
reduce the data volume for convenient storage and transmission via magnetic
tape or floppy disk. A four dimensional array i.e. latitude vs. longitude vs.
height vs. time, is set up for each individual parameter.

The first stage of the process is to obtain the Fourier transform (Ft) of the
'initial data array '. Two of the dimensions, time and longitude, are already
cyclic over the data range. The other two (latitude and height) can be made
so, by treating them as half of a symmetric array, folded about their end
points. This reduces the corruption of the FT by discontinuities at the edges
without, in fact, increasing the number of coefficients which need to be
stored.

A threshold value is set for all Fourier coefficients. If a particular
coefficient value falls below this level, it is deemed to be insignificant
relative to coefficients with larger values, and is set to zero. This
produces what is called the 'filtered transform' array of coefficients.

The inverse Fourier transform of the 'filtered transform' is computed, and
compared with the 'initial data array'. If the fit is then satisfactory, the
filtered data is stored in a compressed fashion. All, non-zero values of the
'filtered arra.' are recorded, with a label indicating their position in the
array, and thus which frequencies they relate to.

The stored coefficients, with their iabels, occupy auuut one part in 110 of
the volume of the 'initial data array'. The coefficients can be expanded, by
repadding with zero's, to recreate the 'filtered transform'. The inverse
transform produces the 'reconstructed data', a smoothed but accurate
approximation of the 'initial data'. To reproduce the details of high
latitude processes necessarily requires a larger number of coefficients than
are used in the MSIS harmonic representation.

The data base, comprising the filtered coefficients from which the data from
,.cac .- f thc ca ba- reccstrct, has 'bean n-rnn-p for w1,~et'r-pard

circulation in two computer-readable forms:
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The first form is usable with a VAX computer running a VMS operating system,
The data base for any specific model includes the routines necessary to read
the directory, and to re-calculate / sample / plot the parameters. The user
guide is presented as a HELP file, and provides the detailed description of
how to use the data base and under which conditions a specific simulation
should be used. Data is available either on constant pressure surfaces, which
is often convenieat for a physical interpretation of the thermosphere, or
interpolated to constant altitude surfaces, which is often convenient for
comparison or prediction purposes. The data may also be interpolated to the
piecise orbit parameters of a specific spacecraft.

The data base incltdes some graphics routines for plotting various parameters
as functions of :

Latitude / Longitude (Global Snapshot at given U.T.);
Latitude / Local Time (Diurnal variation at a given station);
Altitude / Latitude (at given Longitude and Local Time);
Altitude / Longitude (for given Lat and Long)

An equivalent data base is also available (written in Fortran) for the IBM PC-
AT and closely equivalent computers. The filtered sets take up considerably
less storage space than do the full parameter sets, and may thus be
conveniently handled on a PC. For example, all the programmes and the full
coefficient sets for global reconstruction of all parameters at 15-levels, for
several simulations can be conveniently fitted within a single high-density
floppy disk (1.2 MB). The trade-off is that some computational time is
required to reconstruct the parameters themselves for any partikular level,
UT, longitude etc. It will be for the individual user to deci .- how best to
store and reconstruct the data base. Graphics routines are again included
within the data base to plot the vector and scalar parameters.

Figure 27 shows the original global data set at pressure level 12 (winds aid
temperatures) at one specific UT for a "quiet" period simulation (J3). T'le
results of the reconstruction from a set of coefficients occupying 1/150 of
the original data array (in four dimensions) are shown in Figure 28. There
are obviously small differences between the reconstructed data set and the
original data. These differences are shown in Figure 29. The differences, as
expected, are largest in regions where there are highly structured
perturbations of the thermosphere, due to high latitude, magnetospheric,
forcing. However, the magnitude of the differences from the original data
array very rarely reach 20 m/sec in wind speed, or 10 K in temperature. Such
differences are well within uncertainties involved in the simulation process
under most conditions (i.e. defining the solar and geomagnetic conditions and
appropriate energy and momentum inputs).

The model data sets are described in more detail in several re-'eilt UCL papers
discussing the coupled model simulations, and form the basis of the
theoretical model incorporated in CIRA 1987 (Chapter 2, Rees and Fuller-
Rowell, 1987). The model coefficient data sets can be made available via VAX
magnetic tape, or on floppy disk, from UCL, upon request.
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ABSTRACT

A computer model of the global, time-dependent, thermospheric horizontal vector

neutral wind and neutral temperature fields has been constructed based on output from the

NCAR ther.nospheric general circulation model tNCAR-TGCM,. The wind field is

represented by a vector spherical harmonic A'SH, expansion in the horizontal, a fourier

expansion in Universal Time, and a polynomial expansion in altitude. The global

temperature field representation differs in that a scalar spherical harmonic expansion is

used in thw horizontal and a Bates model temperature profile is used in altitude. A set of'

suitably-truincated spectral coefficients contains the wind and temperature description for a

diurnally-reproducible run of the NCAR-TGCM. The VSH model is coded in a FORTRAN

subroutine that returns vector wind and temperature values for a given UT, geographic

location, and altitude. The model has applicability for studies of thermospheric and/or

ionospheric physics where reasonable time-dependent neutral wind and temperature values

are of interest. The routine is novel since portable computor models of thermospheric wind

fields have not previously been available to researchers. The current version of the model

is valid for solar maximum, December solstice only, although the model can be extended to

any season and specific set of geophysical conditions for which TGCM results are

available. Results from the VSH computer model are presented Ut compare with global-

scale wind measurements from the Dynamics Explorer (DE-2j satellite. The agreement

between the computer model results and data from individual orbits of' DE-2 is good,

indicating that the model provides reasonable wind values, having the appropriate

characteristic latitudinal, diurnal, and Universal-Time-dep,ndent signatmures observed from

the satellite at upper thermospheric altitudes. The VSH therinosph'eric temperature

values are in general agreement with MSIS-83 temperatures but illustrate smaller-scale

horizontal temperature structures than are resolved by MSIS-,83, owing to the larger

number of spectral harmonics retained.
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1. INTRODUCTION

Sig-nificant progress has been made over the last several years in the modeling and

empiiical description of' the global thermospheric neuuLIal Wind and temperature

s~e.Tht D)Ynamics Explorcer tDE 21i spacecraft. in particular, wasý insu'rurnented to

measure thie therrrxospileric2 vector, wind and temperature along the track of the polar-

orbiting spacecraft 'Hays et al., 1981; Spencer et al., 19S1; hiliieen et. al., 1982).

Pul)ished results f-rom this mission have served to character-ize the global-scale

thermospheric wInd field for the solar maximumn conditions per-taining to the 1981-1,983

period iKilleen et. al.. 1982, lPS4a, b, 1 986; Spenceri et LAI., 19,S2: Wharton et. a)., 1984:

HaYs et. al, 1984) In addition to the new information provided by the DE 2 spacecraft and

other exper-imental techniques, the theoretical understanding of thei'mospheric motions has

progressed rapidly. Various theoretical models exist that can simulate the dynamical

response of' the tupper' atmosphere for a variety of geophysical conditions. in particular,

two- nulmeriCal gener1al cir-culation mnodels, the INCAR-TGCM ,Dickin.-on ci. al,, 1981; Roble

et al., 1%S2) and the UCL-TG;C1M (F'uller-Rowell and Rlees. 1960O) have had a large

mneasure of success in calculating wind] and temnperature fields similar to those- observed

from DJE 2 (Roble et al., 198'3, 1964; Rues et al., 1983, 1985, 1986;, Hays ot al., 1984;

Killeco et. al., 1986). The spectral model of* Mavr et al.. (1 98-5a, b) has also provided

significant additional insight into global-scale Lhermosphei'ic dYnamics.

In s-piti' of these recent theoretAical modeinIg efforlts, no shimple "user-friendly"

computerM modelI of' the global thermospeieric w\Ind field has been previously constr-ucted to

enable neutral winds to be conveniently used in otherj theoretical studies or in

st rai ghftAor-waid comparisons with new data sets. The under-lying reasons for1 this situation

* ~involve the sop hist ication and comp lexity (of' the TGCN~s and the large physical sizi:- of' the

datt iiril .jvs ne-cessaryv to cont11ain th lenunericall v-simnulated wind fields. Moreover, thet

fr-agmntilary nat ur'e of' the gloIbal-scale w\Ind nmeasuremnents Collated to date fr-om aill

experci mental sou it cs hzas 11)1 ndthe COUt-istrction Of* a P)]L)% ume niepirical model. Foi
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thermospheric temperatures, the situation is better in that semi-empirical models, such as

the MSIS-83 model of Hedin (1983), have, for many years, provided researchers with

reliable values for thermospheric temperatures, incorporating explicit dependences on

geomagnetic activity, solar activity, and season.

The purpose of this report is to describe a new computer model of the global,

horizontal, thermospheric vector wind and neutral temperature structure from 130 to

600km altitude. We call it the VSH model, since it contains a description of the wind field

using vector spherical harmonics. The new model is based on a spectral expansion of the

gridded output wind and temperature fields provided by specific runs of the NCAR.

TGCM. As such, the physical description provided by the NISH model is determined by the

physical, chemical and dynamical processes contained within the NCAR-TGCM structure.

The VSH model formulation does not, as yet., include an explicit dependence on season,

solar cycle or geomagnetic activity level. It does, however, allow for such effects to be

catered for through generation of sepai ate sets of VSH model coefficients, each of which

describes specified geophysical conditions and shares a common retrievai subroutine.

The VSIl model is coded in a FORTRAN subroutine that returns vector wind and

temperature values for a given UT, geographic location, and altitude. It, therefore, has

applicability for man-, studies of thermospheric andor ionospheric physics where

reasonable, UT-dependent neutral wind profiles or single-point values are of interest. WVe

note that polrtable computer models of thermospheric wind fields have not previously been

available to r.searchers, The VSHt model temperature values are of interest for two

,'easons. Firstly, they enable the temperature predictions of the NCAR-TGCM to be made

generally available for comparison with measurements and semi-empirical

models. Secondly, since the number of spectral coefficients retained in the VSH

representation is large compared with MSIS-83 and other semi-empirical modeis, the VSH

temperature field. contain localized temperature structures, such as cusp temperat',re

enhanclcnents, that ate coimrnonly filtered out of' the semi-empiricai models. This last
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fea~ture, of course, cornes at the expense Of computer- timne (see below).

The current. version of the VSH model is valid for solar maximum, December

solstice conditions onlY, although the model can be extended to any season and anty set of

geophYsIcal conditions for wvhich TGCM,, results are available, Thle fcrmulation of the VSH

mohde'! has been designed to allow for experirnental data to be included in the fitting

procedure, enabling thle future development of' a semi-emnpirical model of thermospherie

winds through the suitable merging of experimental measurements with thle TGCM

gridded predictions.

In section 2. wve describe the formulation of the new computer model. In section 3,

we present results from the model 'far a solar maximumn, December solstice case

cor-responding to moderatelY activ'e geomagnietic conditions, and compare Nvr~ iith 1)

O'lobal'-scale wi6nd measurements from the DE 2 spacecraft and 2) temperature profiles

from the MISIS-83 semi-empirical model, In section 4 we summarize our results anid

discuss the utilit y of thle \'SH rnod-A and Future planned developments.

2. \'SH MODEL FORMULATION

The! hasis for thle VSH1 model is a spectial expansion of output from thle NCAR-

TGOM. The expansion is performned as part of tho TGC*NI diagnostic package described by

Killuen and R~oble 1984, V We briefly discuss the TGCMC and thlt Specific Output used InI thle

1,i-jo ent work before describjinrý the formulation of'the '(SI- model,

The NC'l-llMhaý bee-n dliscussed iii detail in a serie~s of' papLers Dickinson et

al., 1919 J84, Roble et al.. 1982, 198"1 and here w,%e review only the basiC feattiies. The

T 0CM ~olves thle hydlrodynami c, thermodynamic and continUitY equations appropriate to

thev Earth's thermsospher-e for a given set (if geophy.sical, time-depundent input condition~s

;1nd( sto).es, the talculi-.ted w~ind. tempernA11ýture and composition maTIss flxing ratio) outputt

field, ait Sel"ected Untiversal 'lim-es (UI'fs during the mo~del ruLn. T1heý iriodel has a 3

iaititudeL-by'ion~gitLUde grid0 With -,4 constant-presstlre sun aces in1 theV Vertic;1, UNW11idiiig

I ioiri approxtn-ately 91 to .500 Kan in altitude., The version of thfe T( CM used in this wvork
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incorporates the coupling or dynamics and ComTposIiton (Dickinson et, al., 1984), and

calculates the solar heating distribution and 09 photodissociation rates using thle procedure

de,_scrib.-ed b~Dickinson et al. u19S1. 19,S41. The Hinteregger 095,11 solar EU:V flux valoeS

and he orr t a. I soar V flux values ar-e ulsed to provide the direct solar input

rorrespoilding to the geophysical conditions appr-opri-ate to the particular model run. The

ion-convection model of Heelis et al. (1982) is used for the specification of high-latitude ion

drift&. For the examples discussed here, the 1-eelis et al. model input parameters were

chosen to yield a Volland-tYpe symmetric ion-convection geomnetry. The Chui (1973) model

of' ionospheric, densitios is supplemented by auroral particles according to the prescription

of' Roble et al. k108 6 ) to piovide the ion-drag tensor values necessary for thle calculation of

both the ion-drag mnomentumn sour~ce and the Joule heat source to the thermosphere. The

auroral oval used is similar to the statistical patterns described by Spiro et al. i,1982) and

Whalen (19S3). The TGCM run used to constiruct the present VSH computer model has

been employed previously in several theoretical studies and for comparisons with DE-2I

data lHays et al., 19,84; Killeen et al., 1986; Killeen and Roble 1984, 1986). It is,

therefore. vvell documented and we, refer readers to these papers for more detailed

infoirmation.

The TGCNT diagnostic processor 'Killeen and Roble. 1984) is exercised following the

basic TGCM model run. It reads in the history file produced by the TGCM as well as other

reeatinput paramnetei's and then procevd to c;tcLttel~k diagLt,`1L-tie inform-ation at s-'ected

mnodel grid point, s and Ul's. The spectral aral~vsis capability oif' the diagnostic package. to

be described in m-ore d,.tail ;n a Foithicoming paperm. is usýed to provide the coefficWints for

the VS 511 odel (sue belAow;, The hisýtoi'v file coot ains r-ecords of the gdlobal wind,

teml erature and compiosit ion fields calctilateýd lvY the T(;2Iat each houii of UT for thle 24

hour simulat ion. (ýeo h~vsical cilldit ioi is cor-res-pondiing to to December solstice, solar

maim u~irn, aind inodleiatcl.- active, geol-agnletic conditions IKp-0, 3: ere used for- the-

~l o'i TOC NI tun t hat hats provided the coefficitents for ~t:e fiil-m velrsion of' tilie VS H
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mnodel, presented here. The TGCMN wvas i-un until diurnal-reproducibility was attained, i.e.,

"steady-state", diurnally -modulated forcings were used.

For the purpose of the horizontal winid expansion, the gr idded vector wind

predictions at each of 24 'UTs and at each of three constant-pressure levels (z=-4,

coi-responding to -130km altitude: z=-1, corresponiding to -250km; z=1. corresponding

to -400km) are expanded using vector spher-ical harmonic functions which are the

appropriate eigen-functions for vector fields on the sphere. This expansion has the

followving form:

a= ' P + b B ± C
m .n rn, n m,n m,n m.n m,n

wvhere V is the vector wvind field and a rn 'b r, n c mnare the complex vector

spherical harmonic covfficients: m is the zonal harmonic (oi der-) and n is the degree. Here,

B m 1 1

P [ 0rn1  m0

i~i(I Imo4

,,nm v'n(n+ -r21

.- A i (2
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B Pm

n n

Sin

pm~

d~m~nt4)

The comnplex coefficients are obtained using a le Lst -sq iares fit of the TGCMI output.

winlds to the above formula. Conversely, once the coefficients are available, the global Wind

field can be readily r'econSti. tuled in Whole or in pai t, using equation 1. Since the resolution

(,I L-- TCCM Adiý -- ý,igr,ýs, only those coefficients for Which O<n<37 and O~in~n are

of significance. '"e note that equation 1 is an expression for the full vector wind, including

the radial (vertical) component involving P m.n-While the two hor-izontal wind components

aice coupled via the functions Am and B m the vertical component is uncoupled and,
n 1n

therefore, can be simply e.xpressed !n terms of a (scalari- spnerical harmonlc. expansion

involvingT the associated Legendre functions. Since the vertical winds calculated by- the

'10CN ai e small in magnitude and, for somne applications, not of particular interest, we

(oltionallv1. Substitute for' the vertical wvind a scalar field 'such as temperature or mass

mixing, ratio and use the coefficients a to oescribu th- - '-ad icalar field conveniently
m, n

wvithin our three-dimensional vector spherical harmonic representation. For- the present

VSH model, We choose,( to fit for' neutral temperature to provide a direct comnpar .ison w.ith

the NISIS-S3 model. The complete array of'coefficients for the fit represents a large set of

numbers, commensurate 'in size to the history file, recor-d of w-inds and temperatures

itself. Thus, the desir-ed reduction in the size of' -lhe set of numbers, describing the outp-ut

SCCi AfiMidS Canlli' ocl beLLAijtuJu hv .''he,~ q~~Hcelts. h triinncai'on. of Course,
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tends to destroy progressively thle fidelity With wvhich thle w!ind fields can tie reconstituted,

and must be carried out carefully to ensure that important inorpho!ogical featiu-es in the

theimospheric wvind pattern are not lost unwittinglv.y

Figure 1 presents contours of the log, 'base 10) amplitude For thev VSH coefficilents

ireal and imaginary I calculated for the spectral expansion~ Qf l11i70)lerIta winds (in thc. z=1

and z= -4 constant pressure surfaces at ).200UT. As inentioned al;'nve. thie specif`ic 1`GCM

irun was chosen since it corresponds to thle geophysical conditions for vihinh mkchi of' the

DE 2 data applies. In thle figure. the bottomn iight triLongu).a:r Section Is unfille-d sin(.( on .Iv

coefficients with 0< < n are non-zero. As canl be seen, tine amplitkide and. therefonce, the

power in thle expansion is a maximumn at the lowver wvavenurnuers. I'he. aniplitudes tenld to

diminish in magnitude wvith inci'e-tsing waven urnber-, as %vould be vxPQC(ued, though the.,

amplitude drops much more rapidly with increasing iii than winh cieasing 11. Thle

amplitudes For the z=- - 4 surface are smaller in magnitude than for the z=! 1 surface -since

the wind speeds aie generallY much reduced at the lower ul~~ds~.g., Robie et al.,

1982). The shape of thle contours shown in figure 1 provides the 've to dhe design of a

suitable truncation schemne to reduce the mass of numbers requirvd f'or the specti al

r-epresentation of the thermiospheric wind field.

In setting the level of' truncation for thle \SH mnodel weC used u(iio st~ir:lent criterion

that the high-latitude reversals and voi tices in the neutral wvind patteirn Lassociawed w~th

ioniospheric convection should be retained, It wva:; found thatt a i'ectanpulaii tru.ncat~on

scheme in n-rn space gave excellent results in termns of' thle fidelity (if thle reconstituted

high-latitude wind field for the minimnum nuirilber of' coeffic~ietz. Three levels of trunca~ion

are indicated in Figuic-_ la. Level A coi'i'sponds to the ii :nber of' harmnonics corni-onill

retained for semi-em~pirical mnodels 'eg.MSIS-S831 emnploying scvalar spherical harmonics.

LeveCl C 'i.e. truncating the codfficient sat n=:10, Nv= as found to pr'ovide almnost

pr rfI..t fifiý'l t v f'o hv i ''tp wind "eost t o. o te\5- mode! v.e employý

I'uncaCtion ait le B 13 -:25. ni=n)ý v. \'.iiih iilm-~t~a ,,,od conproinise betw~een
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iflinrlh--1sing the Sim (if the etained coefficient array a~nd t.hevefbre the compula!loflal timne

for -Vin.d ,;yntlheses) and keeping the required high-latitude wind st.cuctui'e. -,Note that the!

empiwa~y~~.rimsd rukncation schem1-e f alml-red highllei valiues of rn over int. rjhzýis dS ue tio

the re'iatixel1% ýaqge amplitudes of t~he qt~ted coelfwi-1ents for larpt, n, st-aldl mr tho-,e

particLIaU to~ffiCients conitain the infoinroation ncsryto descr-ibe the rvlatixelv small-

scale high-latitude neutral wind structure.

The %`'-A e-xpansion. discussiod above, is univy for. a single const-Anl,'p: ssure-. level and

for a given U-T. To extend the expanslion tu inclede fthe t-emporal evolutirm of' 6he -,vind field

over the 24 hoalr diu;r-a~l TGCNI siinuiatua-r., we peat t!-e vectir sp~herical hairmlonic

expansion for all 24 hourly history file ree.ýoi ds and then perfo)rm a ccoileritional complex

fourier time sei'ies fit to the individual VSH coefficitentts. \E. have found that the fourier

coef'fni;ents, so obtained lmay be tr-unCa'tIe such that only seven (including odd- and evenl

fourier coeflicierits) need to be stor-ed to dlescrib-e the diui'nal variation of the -sixeady-st~ate"

neultral wvind fie~c. reasonably wvell. incoi porxat injg the %vell-known "UT effects" associated

-11ith the di urrirI revolutlion of' the geomnagn-etic poep ahout the gcrliepole. Cloearly, for

a s:TrLdtioi. whe.ýre the theitj-nosphevre i.-, 6iStlarbed, suIch aIs during1, ak geoinagrietr6 stOr-M,

addiiional fo)urier coefficients W01-ulci be reqluired to describe 'he mnore ciastune-

d vpea:1d enCe S h. foulie sci icrl ;unca ImL1C1on usedj hlere. hlo-.ever. i15d, a t for the

diml nae-repodocible 11s. Te finial parlt of the V~paa!.son deals w.Ith the iltit udinal

StiuctWl (- of-J '1 insAnd te~eao .S111,1- thevarao ;n tilt-ite of the ne(uti al

th-ýrrnm;ýpheric hoint~i wiAnd1 predate-d l)V the:c.Ah-Gil N relkd i% tl sifoot h ;sev, for

e'xample , figure 12 ;4 Sic a et iii., N,.-(!i we omplete the- evi-in expunsion 1-\ fto toy, the

fomrielr time1( se'riO(4fiieints to1 a sinl.second ordcer pmvini dn ltit ide. T[le

te Oerion mom 0111~ ant, 1,11-) esýiHVe level.s to aIt it odes is 11mde us 11aI ;Ie. rate tiLmed g obctl

Pd ~ -~,e f !I(- heilicts- of tII( ez iccihc -ommtat'l tit - tne levels carrieKd tfol d !o .ho.VS

Thimp'mh 1  'Mt;\ :.I), \Sl v. Ind

ccitI 0)' hat ale no0t C(on-kieled to he of !1j-; tt.1m-ee I f Te-. j~itr'd u-c) (1 th



presen-t %vork. In the case of' the wind al~ttudinal variauion. an additional constraint is

placed on the VSH altitude proffile to force the individual wvind comnponent values to reach

constant ie.eXOSp~herlic) valu~es, aboxe 400okmn. This c'oot't isUStified, on

theor10jetical gruns byi he'ligh kirwnmti \sol OF' the atLio peiec at these heights

owhich tenids to r-educe vertical wind sheuars, and. on e:xwlerimental grounds, b.-y the DE 2

data. which show little altitudinal structure above 4(10km.

For temperatures, we re-placeU thle lolvro,(mial1 al~titude expanisionl with a tlwo-

paiaineter- fit to a Blate, m-,odel pr-ofie (B~ates. I x:Walker 19lx aving the appropriate

rnonotonic Form, with the a~\'mptotic eLxosphieric; temnpoiature and scale-height. paramleter

given by the Cit.

The thr-ee expansions, namewly, the VSH expansion in the horizontal ;'including the

scalar- spherical harmonic expansion For tecinpei ature), the four-ier Series in time, and the

rio lynýmial (or Bates piofile) expan-ision in 'altitude, complete the full description of the

TGCM wvird and temperature simulations. The ful! set o," numubers contaiaing this

description at the maximum accuracy woul.1d comprise an array of dimensions 37 x IS x 6

N 25 x 24. cji responding to, respectively, the oider- ov. the degree (mi, the components of

the complex coefficients ia, b, and c), the Fourier time ser-ies. ah~d the altitude

palynomial. NN ith the truncation levels, discussed aborve, we e fduce the coefficient aro'size

to the dimensions 2.5 x 5 x 6 x 7 x .3. Thus a ta-tal (if I -VI50( coefficients are stored foir the

\'SH model. W\e conisider- this to Lie close to the miniromun numhe iriequiired to dlescr-ibe the

full diunl.-11, spatial and altitudinal variation of the, theimosi I iric vmcttor -leutral ,% rid aind

temperattuie fields )sIn.g spherical hai'naoiics while i-u-lininlg the 11impor1tant high-latitude

wind strucluies Ivortices and rerasiobserved f'r-n DE 2. It might be possible in the

future to Further reCduce the size of the r-eq ired coef(!~ficien ai'ia by choosingp a different set;

Of 011t`h01n1rr1Za1 f'unctioný tot tl K cxpJansion. opurnist-d to pi-o\'de hig-h spatial fr-et1 uencius at

nigh latitudes iA. D). Richmond. 1 JW pi8IVct comun11T~ication;.

The \SHInumdel Of~!~~ ii .ih, ý,Iol-'d St.' ofi V'iitiOCCUP v in qj,.!x irnaciY
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300 blocks of disk space on a VAX or IDP-tYpe computeri, plus a subroutine designed to

reconstitute- the vect/w wind and temperature values at any given geographic location,

altitude and timie. The subrjioutine peQrformsý the inverse' set of transfomrnations to those

that provided the coefficients. recoveriuc.g succebsively. the temporal, spatial, and

altitudinal infor'mation to r-etur-n gcophvysical wvind's und temrpteratures. The comrputel timne

necessary for this "svnthesis' oif model predictions is significanlyI longer than for similar

calculations using MISIS-83, due to the Much lariger number of calculations necessary. We

havIe fou~nd that Full global 5 deurev x 5 degree wind and temperature fields can be

calculate-d usin2 the VS)H model within a few minutes CPU timne on a VAX 750

miachine. Much shorter comrputer t~imes. ho\\evvr, are(- recjuii ed to calculate, for ex~rmple,

the diurnal variation of the neutral wvinds )ver a given1 grou1.nd-based observatory. For most

applicatiens, computer time can be reduced considerably by using the most efficient nesting

or DO loop calls to the subroutine.

In the next section wve present var-iousj results from the \SH model to illustrate its

current capabilities. 'fhe VAN I-ONRTRAN suhrou-01'Jn1 anid '1CIoC1metation necessary for its

use can bv obta-ined fromn one of the authors "I"L}K.
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.EXAMPES OF RESULTS FROM THE VSH MODEL.

As mentioned earlier, the present version of the VSH model was designed to

corrospond with much of the DE 2 data base. In figures 2a (bf. we show north (south)

olat proriections illustrating VSH model vector winds in cyan, calculated for an altitude

of 400kmi at the appropriate Universal Time corresponding to orbit IS19 ( 438i of DE

2. The VSH winds are overlaid with the measured vector wind measurements from DE 2

tin vellowi made at altitudes of -- 400km by the Fabry-Perot interferometer, FPI, (Hays et

al., 1961] and the Wind and Temperature Spectrometer, WATS. 'Spencer et al., 1981).

The DE 2 vector winds are generated from thL measurements of these two instruments

using the data-merging technique of Killeen et al.. (1982). The DE 2 data shown were

selected on the basis of the moderate-to-active levels of geomagnetic activity existing at the

time of the orbital passes (see Kp values indicatedl, in both northern and southern cases,

excellent qualitative agreement between the VSH model winds and the DE 2

measurements is evident, with the UT-dependent locations of the various high-latitude

morphological wind features well described by the model. While exact agreement between

indiv.idtual DE 2 measurements and VSIH model values is not obtained, nor expected, th-

VSH winds clearly provide reasonable results that are directly comparable with the

observations, both in magnitude and direction. They are also useful in proviJing a

hemnisplileric context for the inter'petation of the DE 2 measurements.

r.,,,.-ut sFowI, i-i Figui e 2 ididcuate tati tLe various hign-iatitide b'ea~tre. nuilt

into the NCAR-1 GCM, such as the differing offsets between g-ogra!,hi" and geomagnetic

poles in the two hemispheres and the dominating influence on the neutral win.d pattern of

ion drag associ.:, .vith the twin vortex ionos;pheric convection, are reflect'td if) the V\S1-I

computer model. It Is, of course, these high-latitude featui esI that determine the \ VSI

coefficient truncatiol criteria discussed above.

To provide a more !f li, global perspective of the VS1! model winds, weu show in

Figure ,8 a ranesian plot iof giolbl vector wi mnds calculaited using the V"811 stubro utMiHi at Ithe
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400-kin 'altilitude level, Also shown for comparison are the DE~ 2 vector wvind measurements

mnade betwee.n altitudes of -350 - 500kmn during orbit number 7431. The measured

vectozr winds agir1ku i~otav eaotnahlv qualt ativ c xre; w'i t~he V'SH model

ralcal~ations in- all n-2rons. includin- thQ 7nid-icrtit ude. hizh-latiiude nd equatlorial

re Ins f g( ea for Thil- orbit. the inelasuiea lngh-laitrtde %vinrds V-,.re larger in

17agnitude than the VSH miodel vilutes, although thev ieversal boundaries and6 the locations

ofthe Maui Morphological Structures are it% good agreement. Once again. our conclusion is

that the V.51 wirds TW()V(JL-vutia5.onabl.' v al os 'at least at upper' the;rmnosphevic altitudes'

thiat comp~are well w.ith DEL 2 niL'lucaliesuvrem~nts made during mnoderately-active

t Q nlaret ic ccondit ions.

A third exainpke of VSH wilnd comiparisons with DF 2 dti a is shown in Figure

4.HVI C, W1, 1plot atveragQ1. Z':-il \a1 wind m-easurelnents made usingc Ohe W ATS instuIment

duorin 19S !riand 1 ¶r&2 foiv rraasurinvincts taken within 5' latitude of the geographic

eqao.ThefSe esl are \ahe-n firorv. the paper of' Wharton et al. (1 9S4) ,and depict the

araeof mrni yv orlhitý of datta. Thoe N SH w.ind re;Ults, are- Sown byV Oie sl ine togetherj

r~il 1 o-od. fooriii- fit to t11- dAta' Madek by H erler, .!I al., ( 1'i') IL can be seen that

the. VSH mor. \ind" prot,%rde a good hrst-oider fit to the averageQd WATIS datai at all local

rrrr)-r., wVith :i srriall jihasce !vad.

A a Lin frflicr.!ml of the u-i1itYt of' tire V $H inoude wt, show, ki oFigures 5 and 63

Ol- \5ll ri-id'?1! rltlai for] al zo;lal i)n lI, meidionul w.ind aovl 'c) temperature,

c -li;rlrid o? a Ainrr-tlon of i U1 d 'Al tIiwttrd (e localoo wm arlieg2rgcwi equoator ii igure

5, and at Svalbard,. Norw ;, . 2N. 1 - . (' \\ (lrgure ;.Also shov.-n fov torripalisoriin

OF.'

C(11)rnlttitv m1odel olo a lwlrtttlo nai' and a hjica-lhtitucit: [ýcation. It can be -suen

th.t the)( 1Ltit u':r vat at IJOnsý A~ theý VSI H in and ti~lrtU' s litshve the re-quired

Icri~jT-t( f rril. t . i.. titr i ' 0
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thermosphere wvinds available -with which to compare the results at altitudes less than

-20m n hevliiyof the VSH model here is. therefore, linked solely to the

confidence placed in thle thle par~ent NCAR-TGCNI calculations. Since the NCAR-TGCM

s-olves thle full set of "pi-iflitive equations" for' theri-nosp hteric dvnamicsý and since it has

riVeQd YVZr~ar-kaý6iv ,uccesiful in thle experimental tests at upper thermospherij altitudes,

we believe that the VSH model provides valuable estimates for the entire altitude profile of

therm-osphuric winds.

Thle comyparis--ons beiween NISlS-830 and VSH model temnperatur-es, shown in Figuires

*5c and d and C:c and d. are of interest since they point out the major difference between the

two model pr-ofiles. For- the equatorial location shown in Figure .5, the NISIS-S3 anid \'SH

temperature pr-ofiles aein excellentL agreement, as would be expected since MISIS-S3

provides the backgr-ound model input ~imro.;phere for the initial "spinl-up" of the NCAR-

TGCMN. There ar-e, however, appreciable di'fbernceti evident bet-ween the VSH temperature

"coIu ad thv! :orepodi S1SI-Sýý pi011v kfly Ci li1jg-ILdtizde svalbu id location,

show.n in Figure 6c and di. The reason for tile apipatent discrepanc:, here is r-elated to two

faltoits. 111 thle differ-ent number of spectral ha~rmonics used in- the MISIS-S3 an~d VSH

r~epresentat Ions, and f2) the high-latitude heat Source due to) soft particle precipitation in

thle daivside cuISp region ernployed in the NCAR-T-GCM. MISIS.83 uses relatively few

spheri-cal hai rnonlcsý and is, therefore, limited inl thle extent to which it canl model local

Sti uct ures Inl thle teinpet ature field. Thlle Vi 11model, Onl thle oIther hand, ulvse- 3 tim-es as

mran%- harnlonics for thle snhisof its, tempeoratuic field and is therebY able to model

relaivey sallr-saleFeatures. Thec bai,,'): difi erence between thle shapes of thle MSIS-83

and VSH temper ature voniotirs in Fiý-'ii e 6 is dwoe to thle p-,assage of' the Svalbard location

*thimgu.h Ithe da.vsidu cusp recgion neat' 0:700-0900t( hours UT. The NCAR-TuCM1 employs A

high1- altit tide soft ial ideI heatI sourYCe in this region as discuIsstd h% 11'ccia.)i84,,

leadinig to ai significant local hi gb-altitude tempi-eraIlIt oec acret The N',S H mnodel

r eflects this, imodced daivsidC cusF) high aIltituLde liý tItng. h'ld teAý lSý . modl~d' 6mtS riot
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show tie feature.

We conclude that the VSH model, by virtue of the relatively large number of harmonics

re~ained in order to model the high-latitude wind structure. is capable of modeling local

temperature features that are filtered out from models that use fewer harmonics. It

remains an open experimental question whether featuies such as the cusp temrperazure

unhancerment illustrated in Figure 6 Isee also Figure xx of Roble et al.,198xx). are indeed

present in spacecraft data sets.
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3. DISCUSSION AND SUMMARY.

A computer model of the thermospheric wind and temperature fields, based on

output from the NCAR-TGCM, has been constructed using a vector spherical harmonic

expansion technique. The model is coded in a portalle FORTRAN -ubrOUtine that reads in

a set of coefficients containing the diurnal, altitudinal and spatial information necessary to

'synthesize the global wind and temperature fields. The current version of the model is

valid for solar maximum, December solstice conditions. It has applicability for users who

require reasonable values of neutral winds and temperatures in theoretical or comparative

exerimental studies. Comparisons with DE 2 observations have been used to illustate the

validity of the wind results at upper thermospheric altitudes.

The model firamework can be extended to incorporate seasonal, solar cyclical and

geomagnetic activity dependencies simply by running the NCAR-TGCM for specified

geophysical conditions and calculating a set of spectral coefficient arrays. We plan to

create a family of coefficient arrays in this manner that will provide reasonable wind and

temperature results for a systematic ranges of conditions (solstice, equinox, solar

minimum, active, moderate, quiet, disturbed, etc.) The reti ieval subroutine will be common

to these coefficient arrays. \We also plan to use the VStH model framework to develop a

semi-empirical model of thermospheric winds b1. appropriately merging observational data

from DE 2 with the TGCM griddeo calculations prior to performing the vector spherical

harmonic expansion described in this paper. This work is underway.
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FIGURE CAPTIONS

Fig. 1. Contours of the logarthmic amplitude (base 10) for the vector spherical harmonic
coefficients calculated by fitting the global therm-ospheric wind field calculated by the
NCAR..TGCNI are plotted as, a function of dlegr-ee and order for the geophy'Nsical
conditions discussed in the text and for 1200UTl. Figure la is for- the z= 1 constant-

prsuesurface and figure itb for the z =-4 const~ant-pressure surface. Shown in
Fig'ure 1 alke threve regions, illustrating Variou0Ls Ic'.elb Of tuUncation: level B is used
fori the V SH model,

Fig. 2. Polar projections isolar local timne and geographic latitude from pole to 4.0 degrees)
illtList atinng the VSH model wvind field icvan ari ows for a) the Northern high-latitude
region ai d b,, the southern Iirgh-Lmiiiude region, The N'SY wind vectors wtee
calculated, in each case, ait 400km and for the UT appropriate to the DE 2

Ol5~t~ab~rýsshcwn in Nellow. The ,olar terminatorW is given by the curved blue
line. Dotted *vellov. ari-ows indicate sections, of the DE 2 pass for: which therv were
no 1 P1 'meridional) wind measurements avaiiable. The wvind scale is shown at, lower
right.

Fig ~.Car-tesian plot igeograjrhic latitude and local solar time), illustratlng the VSH global
vector wvind field at 400km (cyan arrows). Also shown for comparison are the
(riselvvod vector wvinds (in yellow) f'rom orbit 7431 of DE 2. The wind scale is to
lower right and the curved red line represnets the solar terminator,

Fig, 4. A\veraged equtiaorial zonal wind measurements fi-rom the IVATS instrument on DE
2 taken from the paper by Wharton et. al., (1984). The reýsults are plotted as a
function of' local solar' time and correspond to data taken ---ithin +/- 5' degrees
ulatitude of Lhe e~quator.

Fig. .5. Contour plots illustrating thre altitudinal and UT-dependent, variation of (a) the
zonal wind. (1' the meridional wvind, and (P) the temrpe at ore fromn the VSH model
for cailculations made at a location on the equator (latitude 0.0, longitude 0.0). Also
shown Id,) ar'e I Q-sUlt~, frrgii the MNSIS-S3 m-odel for solar maximumn December -solstice

Fig. 6. Samre as for Figurlle .5 except for thre location at Svalljard. Norway (7S.2 latitude.
15.6 longitude).
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1. INTRODUCTION

Significant progress has been made during the last decade with regard to our under-

standing of the interactions between the ionosphere and thermosphere, especially in the

polar regions. However, most of the studies have been qualitative in nature, since they

were based on empirical model inputs for the important magnetospheric parameters (con-

vection electric field, particle precipitation pattern, etc.). Typically, these empirical models

are constructed from data collected over many months or years from many ground-based

sites or satellite orbits. The data are synthesized and then fitted with simple analyti-

cal expressions, and consequently, the empirical models of plasma convection and particle

precipitation represent 'average' magnetospheric conditions not 'instantaneous' patterns.

Also, most of the TGCM simulations were concerned with diurnally reproducible patterns,

i.e., the empirical convection and precipitation inputs were held fixed for five days so that

the maximum thermospheric response could be achieved. In addition, for most of the

TCCM simulations, the ionosphere was not included in a self-consistent manner, but in-

stead, empirical models of a featureless ionosphere were used to drive the thermosphere.

Only during the last year have fully coupled ionosphere-thermosphere models been devel-

oped. In the near future, these coupled models will be used with improved spatial and

temporal resolutions so that the 'weather' of the ionosphere-thermosphere system can be

modelled. The fuit ,:e needs of this new breed of TGCM's are discussed in the following

sections.

2. MAGNETOSPHERIC REQUIREMENTS

The important magrietospheric parameters for TG;CM simulations are the plasma. con-

vection and paiticle precipitation patterns, and possibly, the downward heat flow from

the inner magne.tcos;phere. The current state of these inputs and future TGCM needs are

described below.

2.1. Plasma Convectionl
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At the present time, there are numerous empirical models that describe the plasma con-

vection pattern imposed on the ionosphere via magnetospheric electric fields [cf. Schunk,

1987]. The empirical models take account of the IMF (B., By, B,) and Kp variations of

the convection pattern, and simple two-cell, distorted two-cell, and multi-cell patterns have

been modelled. Figure 1 shows the plasma convection trajectories that are obtained from

a Volland-type empirical model with corotation added. The left panel shows the pattern

for quiet geomagnetic activity (Kp,. 0.07) and the right panel shows a possible pattern for

strong geomagnetic activity (Kp - 5). Patterns of this nature have been used successfully

to model a wide range of ionospheric and thermospheric conditions. However, the patterns

represent average magnetospheric conditions and not instantaneous pictures of convection,

and in most TGCM simulations such patterns were held fixed for an extended period of

time. In a few cases, storm and substorm simulations were attempted [Sojka and Schunk,

1983; Rishbeth et al., 19851, but the storm conditions were simulated simply by varying the

convection pattern from a quiet pattern (left panel) to an active pattern (right panel) in a

linear rnaoner. This procedure was adopted primarily because of the lack measurements

related to storm dynamics. Furthermore, note that both the quiet and disturbed convec-

tion patterns shown in Figure 1 lack structure. The real convection pattern, however, can

at times exhibit a considerable amount of spatial structure, as shown in Figure 2.

In the future, 'instantaneous' global pictures of plasma convection must be obtained

with high spatial resolution. Also, the temporal variation of the convection pattern must

be measured during storms and substorii. on a global scale. Such information is needed

for weather modelling.

2.2. Particle Precipitation

The problems with the existing empirical particle precipitation models are similar to

those associated w`'h the convection models. Basically, these models represent average pre-

cipitation conditions and not instantaneous patterns. Figure 3 shows typical precipitation

patterns obtained from empirical models for both iow and hu|gil Kp ValUe, Inll moeUt;ll1Lr

applications, patterns are either held fixed or varied from one pattern to another simply



by varying the Kp index with t ine. The validity of such a. procedure is currently unknown.

Also, the empirical precipitation pattern, • ternd to blend the different precipitatior, reginns

into one continuous zone. The real auroral oval, however, contains several precipitation

regions, as shown schematically in Figure ,4. In addition to diffuse auroral precipitation,

there are discrete auroral arcs in the nocturnal oval, polar rain and sun-aligned arcs in

the polar cap, soft precipitation in the dayide cusp, and diffuse auroral patches in the

morning oval.

In the future, the different precipitation rpgiors in the auroral oval must be better

represented in the modelling. Also, the 'insrantaneus' auroral oval must be obtained via

satellite images in order to improve the spatia1 resolution, and these images need to be

acquired at regular intervals throughout the day.

2.3. Heat Flow

The downward flow of heat from the inner magnetosphere could have a significanit

effect on the ionospheric densities and temperatures, which are important for ionosphere-

thermosphere momentum arid energy coupling. At the present tin-., however, this ni.agne-

tospheric parameter is viri ua.ly unknown. in the future, Lhe downward heat flux riust be

measured on a glcbal scale so that it.s contribution can be assessed.

3. IONOSPHEIOC B. EQUIREMEN'S

It has recently become Clear t" .. he structure of tfiL2 ionosphere p'1ays aii impor.. ant role

in deterrring the thermospheric response to a given. magnetospheric forcing function. This

result was shown by Fuller-IRvwdl et al. 1t934j using the IJCL tire-(dependhiit global miodel

Of tug therro,,tjheru. For a given gF.ophyscal situation, the thermospheric cicculatiort wa•s

cacnlated using differcint ionospheric models; the Chmu i19751 er.npirical model and the

Q.r,'jatl et al. 119821 nufl Cer ical mod(l. TIhe g(eophysi':al ,ondit.onrs edopted were for low

solar activity, equinox and a two-cell cc-ivectlof, pattern. The convection pavzerni w;).s

asvinm tric withi slightly cnhanced ion (i-ifts in 'he d(awn cell. Lw ion drifts were strol g-st

..- 0r t.1., ld.ge (-f th, polar cap and wl ak , it ým-a poljr cOle



Figure 5 shows electron density contours at 300 km in the polar region for the CJhiu 119751
empirical model (top panel) and for the Quegarx et al. 119821 numerical model (bottom

panel). For the Clhin model, th~e electron density variation is smooth., with a graduial decay

of N, over the polar region from high values near noon to low values in the midnight--0300

LT' sector. For the Quegan et al. model, on the other hand, the N, variation over the polar

region is much raore dramatic. A distinct enhancement in the electron density occurs in

the aurora! region, with N, a Factor of 5 greater in the dusk oval and a. factor of 2.5 greater

in the dawn oval relative to tC hiu densities. Outside the auroral region fthe Chiu andl

Quegan et al. electron densities elo not differ significantly.

The effect~ of the different ionospheric models on the theirnospliefic circulation is shown

in Figure 6. For the Chiu i;onospheric mnode], the imprint of two-cell plasma convection

is evident. There is a.-tisunward neutral flow over the polar cap at a speed greater than

that expected from sokar heating alone-, and there is a return flow at lower latitudes in

the d~usk sector. For the Quegan at al. ionospheric model, the effect of plasma convection

o)nl the thermospheric circulation is much mocre pronounced, particularly in the aurora]

region where the Q~uegan et al. modell predicts higher electron densities. In the dusk sector

outside of the polar cap, a strong sunward neutral flow develops in response to the enhanced

-momentum forcing associated with the higher electr-,n densities, and a detectable sunward

flow also develops oni the dawn s:ide. These rf-sults clearly illustrate the importance of the

electron density in determining the strength of the irorrnentuin forcing for a prescribed

plasma convectiloa pattern.

Even in the fe-w cases where, a self-consistraint iornospliere was used in the TCCM simula-

tions, oniy gross i.,nospheric features were modelled (see Figure 5). The real ionosphere, on

the other hard, exhibits a significant amiount of structure. Density irregularities, ranging

!rolrr 10's t0 100's of killorne"trs, are~ frequently observed in the high latitude ionosphere 1cf.

ŽSchurt;'V, 1988,1 Them? density irregularities, Tmrorc cornmorily refc.rred to as blobs, patches,

noenh an-ceme~its, 1-e. i'c ben obs.erv ed in. t~h, dayside cusp, n1octura T uo11zn n

I ~ ~ ~ ( I- 1



relative to background densities. Figure 7 shows examples of the irregularity structure in

the nocturnal auroral ionosphere on three different evenings; these data were acquired by

the Chatanika radar using elevation scans [Robinson et al., 1985]. The irregularities are not

restricted to high latitudes, but are found all over the globe, particularly in the E-region

where sporadic-E is prevalent. Figure 8 shows examples of the sporadic-E phenomenon

at middle, equatorial, and aurora] latitudes. In some locations, sporadic-E represents the

normal ionospheric state, not a temporary disturbed state.

The effect of ionospheric structure on the thermospheric circulation is shown in Figure

9. In this example, a simple plasma convection channel 150 km wide and aligned in the x-

directiorn was created. The electron density profile in the channel was characterized by an

N,,F 2 of 105 cm- 3 , while the profile outside the channel had an Nm.. F2 of 10 4 cm- 3 . In the

channel at F-region altitudes the plasma was E x B drifting in the x-direction at a speed of

about 2 kin/s, while outside the channel the plasma was not drifting. The thermospheric

response to this momentum forcing is seen to be a strong function of altitude. In the E-

region, the thermospheric response is restricted to the convection channel, but the neutral

flow is rotated owing to Coriolis forces. In the F-region, on the other hand, the effects of

the convecting plasma on the thermospheric motion are felt well beyond the channel owing

to horizontal viscous dissipation.

The above example indicates that small-scale ionosphe-ic structures in the E-region will

produce sniall-scale therrnospheric structures in this region. In the F-region, small-scale

ionospheric structures will affect the thermospheric flow over a much greater distance and

the accurnullated effect, of many small-scale ionospheric structures could have a signifi-

cant effect orn the global rnean circulation and temperature. In the future the small-scale

st.ructures must be incliuded in TGCM simulations.

4. SUMMAR3Y

In futur(e TICCM siiiiulat:,1ns, tlh, folioc,'iuig items will be needed in order to provide ',he

ba.is for modelling inosphere-themosphere weather patterns:

(1) lnstanita ueoi)S gilai pictures of plasina convection are needed with a high spatial
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resolution. Also, the temporal variation of the convection pattern must be measured

during storms and substorms on a global scale.

(2) The different precipitation regions in the auroral oval must be better represented in

the modelling.

(3) Instantaneous particle precipitation patterns are needed at regular intervals during

the day.

(4) The unknown flow of heat from the magnetoohere to the ionosphere-thermosphere

system needs to be measured.

(5) The small-scale ionospheric struct ire (blobs, patches, enhancements, irregularities)

needs to be included in future TGCM simulations.

(6) Storm and ,ubstorm variations need to be rigorously modelled.

(7) Gravity and tidal waves propagating up from the lower atmosphere need to be pa-

rameterized and included in future TGCM simulations.
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ILLUSTRATIONS

Fig. 1. Plasma drift trajectories in the polar region for both quiet (left panel) and active

(right panel) geomagnetic conditions. The trajectories are shown in a magnetic

latitude-MLT reference frame including the effects of corotation. The quiet case

is for a symmetric two-cell convection pattern with a cross-tail potential of 20 kV

(Kp - 0.07), while the active case is for' an asymmetric two-cell convection pattern A

with enhanced flow in the dusk sector and a total cross-tail potential of 90 kV (Kp --

5). From Sojka and Schunk [1983].

Fig. 2. Plasma convection velocities in the high latitude F-region in a magnetic latitude-

MLT reference frame. The data were obtained with the ion drift meter on the

Dynamics Exp!orer-2 satellite. From Frank et al. [1986].

Fig. 3. Contours of the auroral electron energy flux for both quiet (left panel) and active

(right panel) geomagnetic conditions. The precipitation patterns are shown in a

magnetic latitude-MILT frame and the contours are labelled in erg crn-' 2 b-1. The

quiet, case corresponds to a K p 0.07 and the active case to K - 5. From Sojka

and Schunk [1983].

Fig. 4. Schematic diagram showing the different paiticle precipitation regions in the

auroral oval.

Fig. 5. Electron density contours at 300 km in the polar region. The top panel shows

electron densitic; calculated with the (hiu 1l1JTh5 empirical model, while the bottonm

pan•el shows those calculated with the numerical model developed by Quegan et al.

119821. The densities are shown from 50' latitude to the pole in urn.its of 101° m- 3 .

In both panels, noon is at the bottom and midnight at the top. From Fuller-Rowell

et al. 119841.

1'ig. 6. Neutral circulation at 300 kin in the polar region. The top panel shows the results

for the Chiu electron densities, while the bottom panel shows the results for the

(2uegan et al. electron densi.ic...- ý.- Tile -ala€,,,!c.i ....... t50h

pole. The we wind scale is 5• latitude 4(00 in s 1 No()n is at the bottoll and II1id(nlight



at the top. From Fullcr-Rowcll et al. 11984].

Fig. 7. Electron density as a function of altitude and invariant latitude measured in the

nocturnal auroral zone by the Chatanika radar on three different evenings. From

Robin.son et al. [1985].

Fig. 8. Altitude profiles of electron density measured by in-situ probes on rockets at

middle, equatorial, and auroral latitudes. From Schunk and Szuszczewicz [1987].

Fig. 9. Thermospheric velocities in and near a convection channel. The channel is 150 km

wide and is extended in the x direction. The peak electron density in the channel

is N,-F2  t05 cm 3 , while outside the channel it is 1 cm- 3. The electric field in

the channel is 100 mV m- 1 and is directed in the -y direction so that the F-region

plasma E x B drifts in the z direction at about 2 km s-1. There is no eleciric field

outside the channel. From St.-Maurice and Schunk [1981].
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1. INTRODUCTION

The magnetosphere-ionosphere-atmosphere system is strongly coupled via electric fields,

particle precipitation, field-aligned currents and heat flows, as shown schematically in Fig-

ure i. For example, convection electric fields induce a large-scale motion of the high-

latitude ionosphere, which affects the electron density morphology. As the plasma drifts

through the neutrals, the ion temperature is raised owing to ion-neutral frictional heat-

ing. The elevated ion temperature then alters the ion chemical reaction rates, which

affect the ion composition. The changes in the ionosphere, in turn, affect the thermo-

spheric structure, circulation, and temperature. At F-region altitudes, the neutral atmo-

sphere tends to follow, but lags behind, the convecting ionospheric plasma. The result-

ing ion-neutral frictional heating !lduees vertical winds and O/N 2 composition changes.

These changes then affect the ionospheric density and temperature structure. Also, the

ionosphere-thermosphere system has a significant, effect on the magnetosphere. Precipitat-

ing auroral electrons produce conductivity enhancements which can modify the convection

electric field and large-scale current systems. In addition, once the thermosphere is set

in motion due to convection electric fields, the large inertia of the neutral atmosphere

will act to produce dynamo electric fields whenever the magnetosphere tries to change its

electrodynamic state.

2. MAGNETOSPtIERIC PARAMETERS

2.1. Convection Electric Field

The most important parameter that controls the ionosphere-thermosphere system at

high latitudes is the magnetospheric convection electric field. It is now well-known that

tihe electric field pattern varies markedly with Kp and the interplanetary magnetic field

(IMF), and several empirical models of plasma convection are currently available [He ppner,

1977; Volland, 1978; Heelis et al., 1982; Foster, 1983; Oliver et al., 1983; Heelis, 1984; Sojka

et al., 19861. When the IMF is southward (Bz < 0), two-cell plasma convection patterns

exist with the strength of the dawn and dusk cells depending on B•. When the IMt' is



northward (i13 > 0), on the other hand, multiple-cell or distorted two-cell patterns car,

occur. Figure 2 shows a representative plasma convection pattern of the Volland-type for

southward IMF and a total cross-tail potential of 90 kV. Note that the corotationai electric

field has been added to the two-cell convection pattern and that the pattern is asymmetric

with enhanced flow in the dusk sector. In the polar cap, the plasma flow is antisunward at

a speed of about 1 km/s, and this flow should induce a large thermospheric response. In

the strong dusk convection cell, the convection speed approaches 2 kmi/s and intense ion

and neutral heating can be anticipated. As lower latitudes in the dusk sector, the opposing

effects of corotation and sunward plasma convection act to produce a stagnation region,

and if this region is in darkness a deep plasma trough can be anticipated.

2.2. Particle Prccipitation

Another importani moagnetospheric parameter is auroral precipitation. This parameter

is known to be strong fuiction of HJ,, and several empirical models have been developed

to describe this variation with K,, [Spiro et al., 1982; Wallis and Iiudzinski, 1971; Whalen,

1963j. Figure 3 shows repi.esentative auroral election energy fluxes for the northern hemi-

sphere and for active geomagnetic conditions (lip - 5). These t:nergy fluxes were obtained

from the Spiro et al. [1982] empirical model, which is based on Atmospheric Explorer

satellite: data. For the cause shown, the energy flux approaches 2 erg cm-2 s- 1 sr-1 in the

night sector. The precipitating auroral electrons act as an ionizationi source and a heat

source for both the ionosphere and thermosphere.

2.3. lBirkeland Currents

The Birkeland (field-aligned) currents are a means by which the magnetosphere and

ionosphere communicate changes of state to each other. Figtre 4 shows this current sys-

temn in the northern hemisphere for active geomagnetic conlditionIs. The Birkeland currents

are conmentrated in two principal "ireas which encircle the geomagnetic pole. In three di-

mensions the currents appear as large field-aligned sheets of flowing electrons. The dotted

region shows the current away from Lhe ionosphere (downward precipitating electrons),

while the shaded region shows the current iito the jioophiere (upward ionospheric olec-
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trons; return current). The lHirkeland currents connec'. ',, the horizontal currents that

flow in the E-rtgion, which affect the circulation of the thermosphere. They elso affect the

amiibient electron tenipvrature, and hence, iori-electron recombination rate. This, in turn,

affects the 11iiiolinetUlll alnd energy coupjling between the ionosphere and thermosphere.

2..t. tl ,at Flow

Another magnetospheric process that could affect the ionosphere-thermosphere system

is a downward heat flow fromn the inner regions of the magnetosphere. Unfortunately, there

i. very litthle experim.n(tal informnation on this parameter, and consequently, its effect has

jiot been inc!uded in the bulk of the large-scale ionospheric and thermospheric modelling

effo(•r ts.

3. EN)SIII lI;i- '11 EtMOSt'IIERI SYSTEM

"T'h, various roagnetospheric ],pocesse(s act in concert to produce a number of interesting
' I 1 1 ..- II I t I C I Ir, I - *il . 11' Vi . 1 uzs d tii- s clt .

(iE( l 11 10 ~t Ill ell) j)iJIgt I i ~LLH h 111Mt ZýIuIIU UL UllunuL Will e u~i~u f ASS~~Oj

).1. F <ff'c C of CUon,'c t,, and I",-ccpip'iat'on

I'he effect of sustained .tfojg geomagnetic activity on the ionosphere is shown in Figure

5, ,hee 'sijiaiAshots' of ,V ,•,7 and fT aic shown for solar maxin, in and winter solstice

co;)(lition:s. 'lie si:•I a;hiol , s sov, tlhe ionoohlerkc parameters in the northern polar region

;it-t. t ii, <1 of 1 H0 and 300 Imhi an(! at 1700 UT. As this UT, more of the polar region

isl sunjlit tham at ally othe'j ti,,e of the (lay; the terminator extends from 1800 to 0700

NI ,T. In thew calculation of thcese ionospheric parameters, the coivection and precipitation

1) atter us sloit in if, 1iurms mi :n' ? were adopted.

At i ýO kiin, horitorl.ai l)Ias~ i traiisi~moi is not as important as local production and

l,.s pocw;scs ftr N, h (cause the rneu tral a uiiosptlere is fairly dense at this altitude. Con-

:sCquen tly, the, N, variat-iouu directly reflects the production sources, and elevated electron

- 1% : , t, ; tr 1' I'V 'trdlf ctlCto: md in the aifr-oral oval duo. to

il•i;act iovi',.at )()I frIoii prn ipit itijil- iiagn(etospheric electrons. At 300 krrn, on the other

•> -- I , I



hand, horizontal plasma convection is important and this affects the electron density mor-

phology in several ways. Firqt, the enhanced densities in the auroral oval and the sharp

dropoff in N, near the terminator are smeared out. Also, the high electron densities on

the dayside are transported into tile polar cap via antisunward convection, which produces

a 'tongue of ionization'. On the nightside, the slow convection speeds near the stagnation

region (see Figure 2) allow the plasma to decay in darkness and an electron density trough

forms just equatorward of the auroral oval. Note that in the evening sector the trough

extends across the terminator (1800 MLT) and into sunlight. Such a situation only occurs

at this UT and, as will be shown later, produces an interesting T, effect.

At both 180 and 300 km, T1 exhibits very little solar control, and the ion energy balance

is mainly determined by ion-neutral interactions. Because the adopted convection pattern

contains large plasma convection speeds in the dusk sector poleward of the stagnation

region, the ion-neutral frictional heating is strong and an ion temperature 'hot spot' de-

velops in this region. This heating mechanism produces ion temperatures that are more

than double the neutral temperature in the center of the hot spot.

Unlike the Tj behavior, T, at 180 km is strongly controlled by local heating and cooling

processes. The electron temperature is elevated both on the dayside due to photoelectron

heating and in the auroral region due to heating by precipitating magnetospheric electrons.

At 200 kin, 'LT has the same auroral oval and dayside features as at 180 kin, but two

additional electron temperature 'hot spots' appear at 300 km (and above) in the dusk

zcctor. The T, hot spot at 706 latitude and 1800 MLT coincides with the location of the

Ti• hot spot, and it arises simply because the hot ions heat the electrons via collisions

(Ts > T,). The second T, hot spot at 650 latitude and 1600 MLT is a region where Te > Ti.

This hot spot coincides with the extension of the N, trough across the terminator and

into sunlight. As the low density plasma convects into sunlight, T, increases rapidly owing

to the short time constant for photoelectron heating and the low heat capacity of this

low-density plasma.
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3.2. Effect of Heat Flow

From modelling studies, it has been determined that the dominant parameter controlling

the T, behavior above 200 km is the magnetospheric heat flux into the ionosphere, which is

essentially unknown. In the calculations shown in Figure 5, the upper boundary electron

heat flux was taken to be zero owing to a lack of measurements of this parameter. However,

a downward magnetospheric heat flux can have a significant effect on T, as shown in Figure

6 where contours of T, are plotted at 1700 UT for downward electron heat flaxes of 0 (left

panel) and 1 X 1010 (right panel) eV cm- 2 s- at 800 km. It is apparent from Figure 6 that

a magnetospheric heat flux does not, penetrate to altitudes as low as 180 kin, since the T,

variation over the polar region is the same with and without the magnetospheric heat flux.

At 300 km, on the other hand, the magnetospheric heat flux has a dominating effect on T,.

Not only are the electron temperatures significantly enhanced with the magnetospheric

heat flux, but major T, features are masked. In particular, the T, hot spots in the dusk

sector, which are related to enhancements associated with a sunlit trough and a Ti hot

spot due to frictional heating, are masked by the elevated electron temperatures resulting

from the magnetosphcric heat flux.

3.3. Effect of Ionospheric Return Currents

An electron heat flow can occur in a partially-ionized plasma in response to either an

electron temperature gradient (thermal conduction) or an electron current (thermoelectric

heat flow). Figure 7 shows the effect on the T, profile of different values of the ionospheric

return current for a range of seasonal and solar cycle conditions. The profiles were cal-

culated with the total heat flux through the upper boundary set at -1 x 1010 eV cm-2

s-1. For all the cases shown in Figure 7, thermoelectric heat transport corresponds to an

upward flow of energy at all altitudes, and for most of the cases it acts as a heat sink.

Thermoelectric cooling can decrease auroral electron temperatures by more tdan 1000°K

for large ionospheric return currents.

3.4. Thermospheric Response

The convecting ionosphere at high latitudes can be a significant source of momentum
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and energy for the thermosphere via ion-neutral collisions. The resulting interact',.as act

to modify the thermospheric circulation, temperature, and composition, anr; this, in turn,

affects the ionosphere. The strong effect of plasma convection on the thermosphere is

clearly shown in Figure 8, where measured neutral winds and ion drifts are shown along

the track of the DE-2 satellite for one crossing of the northern hemisphere. At the time of

the crossing, the IMF was strongly northward and a multi-cell signature is evident in the

ion velocities, with sunward flow in the polar cap. The neutral circulation pattern tends

to mimic the ion convection pattern. The neutral flow is sunward in the central polar

cap, but the wind speed is much smaller than the ion convection speed. Also, the neutral

reversal regions are colocated with the ion reversal regions. These results provide evidence

for the strong coupling of the ionosphere and thermosphere in the polar regions.

3.5. Currents, Conductivities, and Convection

There is a direct relationship between Birkeland currents, ionospheric conductivities,

and plasma convection. For example, if the Birkeland currents are known via measurements

and the ionospheric conductivities can be calculated, then the convection electric field

pattern can be obtained from Ohm's law and the requirement of current continuity. When

the IMF is southward, the Region 1 and 2 Birkeland currents dominate (see Figure 4) and

the plasma convection pattern has a two-cell signature (see Figure 2). However, when the

1MF is northward, an additional current system exists in the polar cap (NI3Z currents)

and the plasma convection pattern can have multiple cells or become a severely distorted

two-cell pattern. Unfortunately, the Birkeland current system has not been measured with

a sufficient spatial coverage to resolve this problem, Consequently, the results one obtains

are dependent upon how the measured Birkeland current pattern is extended into regions

where there are now measurements lRasmussen and Schunk, 19871.

Figure 9 illustral es the above problem for the case when the IMP' is strongly northward

(B, > Byv > 0). Shown in the upper-left dial of this figure are the unmodified Bikeland

currents measured by Jijima and Shibaji 119871. The upt)er-right dial, on the other hand,

shows a. possiblh ex tension of thOse currerits in to the daysid(e wlh:(,: mew(sure.mfnts are
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lacking. The extension wa.s accomplished by interpolating along lines of constant latitude

so that the dusk region 1 system connects to ttie dawnside NBZ system. The electric

potential patterns calculated from the two Birkeland current patterns are shown in the

middle panel. In comparing the two potential patterns, it is apparent that the extension of

the current on the dayside is important for northward IMF. For the unmodified currents

on the left-hand side, the flow in the morning sector is broken into multiple cells. Although

there is evidence for three-cell convection, the NBZ currents are so strong in comparison

to the net region 1/region 2 currents, that the strongest flow occurs within the polar cap

and the rotation of the equatorward cell in the dawn sector is reversed from its normal

sense. For the dayside extension of the currents in the upper-right dial, the flow also has

a three-cell nature, although because of the connection of flow on the dayside, convection

appears more as a distorted two-cell pattern similar to that shown by Heppner and Maynard

[1987]. From this viewpoint, convection in the morning sector is seen as a continuation of

the evening cell and the resulting large cell raps around the original morning cell, which

has been shifted into the polar cap.

4. SUMMARY

Significant progress has been made during the last decade with regard to our understand-

ing of magnetosphere-ionosphere-thermosphere coupling phenomena. However, the bulk

of the studies have been qualitative in nature, being based on empirical model inputs for

the iT1I)Or~ant mnagnetospheric parameters (convection electric field, particle precipitation,

field-aligned currents, etc.). Therefore, the bulk of the studies pertain to the climatol-

ogy of the ionosphere-thermosphere system. Nevertheless, the knowledge gained about

the system has increased to the point where an understanding of ionosphere-thermosphere

weatlher patterns is on the horizon.
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ILLUSTRATIONS

Fig. 1. Block diagram showing the four main magnetospheric processes that affect the

ionosphere-thermosphere system.

Fig. 2. Plasma drift trajectories in the polar region for active geomagnetic conditions.

Both magnetospheric and corotational electric fields are included. The magneto-

spheric convection pattern is an asymmetric two-cell pattern of the Volland-type

with enhanced flow in the dusk sector and a total cross-tail potential of 90 kV. A

magnetic latitude-MLT reference frame is used. From Sojka and Schunk 119831.

Fig. 3. Contours of the auroral electron energy flux for active geomagnetic conditions

(Kp - 5). The contours are labelled in erg cm-2 s-1 and a magnetic latitude-MLT

reference frame is used. From the Spiro et al. [1982] empirical model.

Fig. 4. The distribution of Birkeland currents in the northern high-latitude region for

active geomagnetic conditions. From fijima and Potemra [1978].

Fig. 5. Contours of log10 N, in cm-' (left panel), ion temperature in 'K (middle panel),

and electron temperature in 'K (right panel) in the northern polar region at 1700

UT. The contours are shown in a magnetic latitude-local time reference frame at

altitude of 180 and 300 kilometers. From Schunk et al. [1986].

Fig. 6. Contours of electron temperature at 1700 UT for upper boundary electron heat

fluxes of 0 (left panel) and -1 x 1010 (right panel) eV cm- 2 s- 1. An MLT-magnetic

latitude coordinate system is used. From Schunk et al. j1986].

Fig. 7. Electron temperature profiles in the nocturnal return current region for three

values of the field-aligned return current and for different seasonal and solar cycle

conditions. The field-aligned current values are 0 (solid curves), -1 x 10-5 (dotted

curves), and -5 x 10' (dashed curves) amp m- 2 . The total heat flux through the

upper boundary is qT -= 1 x 1010 eV cm- 2 s-1. From Schunk et al. [1987].

Fig. 8. Neutral winds (bottom panel) and ion drifts (top panel) along a DE-2 track in

the northern hemisphere for a northward IMF. The curved lines represent the solar
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terminator. Note the scale difference of a factor of 2 for the ion and neutral velocities.

From Killeen et al. [1985].

Fig. 9. Birkeland currents (upper panel), ionospheric electric potential (middle panel) and

ionospheric currents (lower panel) for Bz > By > 0. The upper-left dial represents

the unmodified Birkeland currents of Iijima and Shibaji [19871, while the currents

in the upper-right dial have been extended into the dayside and nightside. In the

upper panel, current flowing into the ionosphere is plotted as solid curves, while

current flowing away from the ionosphere is plotted as dashed curves (the difference

between contour levels is 0.3[iA/rn'2 ), In the middle panel the solid curves represent

a positive potential, while the dashed curves represent a negative potential (the

difference between contour levels is 3kV). For the lower panel the vector scale is 400

A/km. From Rasmussen and Schunk [19871.
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A Fully Analytic, Low and Middle Latitude

Ionospheric Model

The well-known Chiu ionospheric model is a global

empirical model which calculates electron density profiles as a

function of latitude, local time, season and solar cycle. It is

extensively used by thermospheric dynamicists because its

analytic formulation can quickly provide global electron density

values. The model, however has serious shortcomings. Recently,

a fully analytic ionospheric model (FAIM) based on the Chiu

formulation has been developed which provides much more

realistic, low and mid-latitude electron density distributions.

This is accomplished by redefining the latitude and local time

dependence of parameters such as hmF2, nmF2 and the topside and

bottomside scale heights. The modifications are based on

recently-developed Semi-empirical, Low-latitude Ionospheric

Model (SLIM) and involves decomposing hmF2, nmF2 and plasma

density scale heights into harmonic terms to describe the local

time variations and then applying Hermite polynominals to obtain

latitude variations. The analytic model generates electron

density profiles under solar cycle minimum, moderate and maximum

conditions for winter, summer and equinox periods.
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ABSTRACT

The primary objective of this work was tc understand the neutral-gas dynamics

in the high-latitude regions of the Earth's upper thermosphere. To achieve this, an

understanding of the morphology of the neutral winds and the forces which drive or

modify them was required. To this end, a unique 70-orbit December-solstice dataset was

established, which included satellite neutral winds and other supporting data from

Dynamics Explorer 2 (DE-2), with coverage of both polar caps during the same orbit.

Analysis of this data led to the characterization of four basic high-latitude neutral-wind

signature categories for each hemisphere under various interplanetary-magnetic-field

(IMF) configurations. Furthermore, sunward neutral winds on the duskside of the polar

cap, resulting from the mapping of the twin-cell ion convection onto the neutral gas

through ion-reut:-.al collisions, were well established in all cases. However, the

dawnside sunw4rd neutral winds were not as well established. The existence of a small

region of dawnside neutral winds was noted in the winter northern hemisphere, but was

usually absent in the summer southern hemisphere. Analysis of the individual neutral-

gas forces for solar-maximum December-solstice from the NCAR thermospheric general

circulation model (TGCM), led to the realization that the polar-cap pressure-gradient

force in the winter northern hemisphere had a different orientation than in the summer

southern hemisphere, resulting in the observed dawnside neutral-wind signatures. The

variations in the orientation of the polar-cap pressure-gradient forces in opposite

hemispheres were ascribed to temperature gradients, resulting from a superposition of

solar-EUV, Joule and cusp heating, as well as density variations.

The unique DE-2 dataset was then applied to two different time-dependent tests of

the NCAR-TGCM, with the intention of evaluating the eventual use of the TGCM for

thermospheric forecasting. The first test was a quantitative evaluation of the accuracy of

TGCM-simulated neutral winds, which were compared against DE-2 measured neutral
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winds. The results of this test were that the NCAR-TGCM provides good first-order

simulated neutral winds. However, the TGCM time-dependent neutral winds were, on

average, in error by 10 - 40% of the measured neutral-wind velocity. This was primarily

attributed to the inability to accurately model the ion-drag ne-tral-gas momentum

source. The second test was intended to assess our ability to use DE-2 measured ion-drift

data to provide a more realistic time-dependent prescription of model ion-convection

parameters in both hemispheres for the TGCM. Results show that use of ion-drift data,

under selected geophysical conditions, can improve the ability of the TGCM to simulate

thermospheric neutral winds.

Finally, a possilte technique for providing a time-dependent prescription of the

high-latitude ion-convection parameters in both hemispheres, for use in a short-range

numerical thermospheric forecast of 12 to 24 hours, was noted. This technique involves

associating a past series of observed ion-convection parameters corresponding to

particular change in the orientation of the IMF, with a similar epoch currently being

observed. This technique shows promise, but more data, of the type provided by DE-2, is

needed before a full-scale evaluation can take place.
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.0I
PROSPECTS FOR NUMERICAL THERMOSPHERIC FORECASTS

1 Possible Methods of Forecasting the High-Latitude Ion-Convection Pxrameters

Based on the results of the time-dependent thermospheric modeling, it has been

shown that knowledge of the interplanetary-magnetic-field (IMF) is required to simulate

the high-latitude thermospheric dynamics. The most important influence on the high-

latitude thermospheric circulation at high latitudes of both hemispheres is the distribution

of the polar-cap electric field. Furthermore, the time-dependent morphology of the polar-

cap electric field is controlled mainly by the orientation of the north-south component of

the IMF. Therefore, in order to numerically forecast thermospheric circulation, one

must have a series of model-ion-convection parameters which will precisely describe

how the ion convection will vary with time. This requires a reasonable prediction of the

IMF orientation or more simply, the future polar-cap electric-field distribution.

However, there are many problems in understanding the seemingly random behavior of

the IMF. Furthermore, without a prediction of the IMF orientation, accurate predictions

of the polar-cap electric field are not likely.

In the search for a practical method with which to provide the model-ion-

convection parameters for numerical thermospheric forecasts, a couple of different

approaches were tried. These included attempts to forecast the IMF Bz component for the

next 24 hours, based on its trend over the previous two hours. The approach which offered

the most encouragement for use in establishing an early thermospheric-forecast

capability was a mixture of statistical techniques borrowed from tropospheric
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meteorology. The mix of techniques involves forecasting persistence in the IMF and

polar-cap electric-field conditions during slowly-changing conditions. However, when

"a large and persistent change in the north-south component of the IMF was recorded over

"a two-hour period, then a new time-dependent series of ion-convection parameters would

be used, corresponding to a historical variation of ion-convection parameters for IMF

conditions most closely matching the currently-observed trends. These ion-convection

parameters would be based on IMF parameters observed in real time and would be used

as input to a numerical thermospheric global-circulation model (TGCM). The output of

the model would be the thermospheric neutral-wind forecast.

One may also ask why a thermospheric-forecast capability be of interest? A

thermospheric-forecast capability would be an excellent research tool, allowing us to test

our current knowledge against the natural variability which exists in every aspect of

atmospheric science. In addition, there are practical interests related to the horizontal

transport of ionic and neutral species.

2 Attempts to Forecast the IMF

It has been known for many years that fluctuations in the IMF, AB, are on the

same order of magnitude as the magnetic-field itself (Barnes et al., 1984). The random

behavior of the IMF is similar to that measured by a surface-wind-direction recorder.

With this in mind, the approach usually taken to categorize the IMF is statistical and is

similar to that used in turbulent fluid mechanics.

Using statistical autocorrelation theory, Jokipii (1972) used Mariner-4 IMF data

to observe the power spectra of IMF fluctuations. In figure 1, it is seen that most of the

power is in the low-frequency oscillations. The high-frequency oscillations had very

little power and were almost totally uncorrelated. The correlation time, after which the

,NIF has no memory of its past, is estimated to be on the order of several hours. This
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makes it virtually impossible to forecast the IMF for periods longer than one correlation

time.

After taking the above factors into consideration, it was still considered

interesting to see if the IMF B. component, which controls the magnitude of the cross-

polar-cap convection-electric field could be forecast under certain conditions. If IMF

forecasting proved to be impossible for useful time periods, at least quantification of these

attempts could be useful. Hourly-averaged IMF data, covering the 507 days of the DE-2

mission from August 1981 to February 1983, was used as the database from which IMF

"hindcasting" was be attempted. Although use of hourly-averaged IMF data eliminated

most of the higher-frequency fluctuations, this data still represents a reasonably accurate

mean for each hour and its use in IMF forecasting for the 12 - 24 hour period was the goal.

In order to use the hourly-averaged IMF data over the DE-2 mission, to provide

insight on how the IMF Bz component responded over the next 24 hours, given an observed

trend, the data must be properly binned. It was determined that the selection criteria for

binning the IMF data, over a 24-hour period, would be a change in IMF Bz component over

the past two hours. A one-hour trend in B. was sometimes shown to be a false indicator of

an ongoing IMF trend because the time scale of the trend and the time resolution of the

averaged IMF data were the same. Thirty bins of a(B,)/at were created, from +15 to -15

nanoTesla (nT), separated by a cne nT absolute value change in Bz over two hours.

The mean values of the actual IMF Bz component at the end of the two hours were

used to designate the proper bin row, then the corresponding IMF B. values for the next 24

hours were placed in this bin row. Selected results are shown in figure 2. Basically, if

the INIF goes up by several nT during a two-hour period, then the starting value of Bz is

large and the wave train appears to move back to background levels over the next 24

hours. The same is true for a significant IMF downward trend over two hours. In that

case, the Bz component returns to approximately zero after a few hours. When the a(B Z)iat

value was unchanged over two hours, the follow-on hours also showed little change.
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Though the above results were intuitively expected and seemed hopeful, it was not

known if the reason that the mean Bz component after several hours was close to zero was

because the magnitude of Bz was decreasing, as hoped or, at the other extreme, that

random, large-scale fluctuations in Bz were cancelling each other out. To discover the

answer to this question, the same procedure as above was repeated, except the mean

absolute value of Bz over a 24-hour period was found. The results are also shown in

figure 3. They show that even though most of the high-frequency oscillations are

eliminated, the hourly-averaged data has little memory of past events and the absolute

magnitude of the IMF varies little over the 24 hour "forecast" period. This left little hope

for forecasting the IMF Bz component.

3 Forecasting Model-lon-Convection Parameters

Only long-lived major changes in the IMF Bz component, not small ripples, were

expected to exert a significant influence on the thermosphere by causing major changes

in the ion convection. It was arbitrarily assumed that the change necessary to see a

significant effect in thermospheric circulation due to a change in ion convection, is on

the order of AB - 5 nT or greater. Furthermore, it was assumed that this change must

remain in effect for more than one hour to have a significant effect on the thermospheric

neutral winds, based on the actual ion-neutral time constants. Therefore, it

was desirable to make the connection between significant changes in the IMF BZ

component, which would effect IMF/magnetospheric/ionospheric coupling, anA ion-

convection parameters. The intent here was to track past changes in the IMF and relate

them to a set of time-dependent ion-convection parameters in both hemispheres. Then,

after observing many such events, it might be possible to associate past changes in the

IMF with a respective set of time-dependent ion-convection parameters, then apply this

historical time sequence of ion-convection parameters as the prescription for future

changes. This is based on the assumption that time-dependent model-ion-convection
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parameters respond similarly under similar time-dependent variations in IMF

conditions.

To illustrate this, assume the IMF turns sharply southward. Under these

conditions, the electric field, transmitted via the magnetosphere to the polar-cap

ionosphere as a result of increased magnetic merging. As a result, the ion drifts quickly

increase and the polar-cap region expands, just like the storm case analyzed in Sec. 1.

The thermospheric circulation is "spun-up" due to this "kick" and over the next

several hours, slowly spins down. Based on observations of the DE-2 neutral winds for

the time-dependent case used previously, subsequent southward turnings of the

IMF or "kicks", especially if they are smaller than the original, have a little effect on the

thermosphere because the difference between the ion and neutral velocities is reduced

resulting in a smaller ion-drag force. Recall from figure 1 that there were several

transitions from B. > 0 to Bz < 0 following the onset of the large geomagnetic storm.

However, the highest-velocity polar-cap neutral winds were established early in the

storm and decreased with time. The polar-cap neutral winds did not appear to reach new

maximum velocity levels each subsequent time the IMF turned sharply southward. This

upper-thermospheric observation may be related to the thermospheric-modeling efforts of

Roble et al. (1987a) where it was found that the lower-thermospheric-circulation features,

once established, tended to persist several hours after the substorm forcings have

subsided. The same effect is seen here for upper-thermospheric neutral-wind-

circulation systems. This mneans that the most important ion-convection parameters to

model are those associated with the initial southward-turning of the IMF (ie., the

"kick").

At the other extreme, for periods when the averaged-IMF turns sharply positive,

the coupling between the IMF and the magnetosphere is reduced. Ion-convection

parameters corresponding to a sixrilar northward-turning !Mi• case could then be used

as input to the TGCM. In the case where the measured i11F B, component is quasi..
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steady, no changes would be required. A forecast of persistence would be applied and

there is no need to change the set of ion-convection parameters currently being used.

The advantage of this method is simplicity. To illustrate this see the flowchart for

a tentative thermospheric-forecasting capability (figure 4). Only certain, directly-

measured IMF quantities are required to be monitored and the need for much of the

uncertain aspects of solar and magnetospheric physics is eliminated. Further, only

when significant long-lived changes in the IMF occur, would an update of the present

forecast required. In addition, the thermospheric circulation has been shown previous-

ly to display a daily periodicity and only a finite number of IMF Bz trend bins and the

associated averaged time-dependent ion-convection parameters, for both storm and

steady states are anticipated. The number of sets of ion-convection parameters is

estimated to be on the order of 20, for the solar-maximum conditions considered here.

This means all cases could be run in advance and the results stored for later use. Under

these conditions, the vector-spherical-harmonics (VSH) model of Killeen and Roble

(1986) could be extremely useful. The output of each run of the TGCM could be reduced to a

set of truncated coefficients which can be stored on a microcomputer. When the need for a

new forecast arises, the set of coefficients corresponding most closely to the IMF Bz

changes measured can be used with the VSH model to regenerate the neutral winds at

selected altitudes and universal times. The reconstituted neutral-wind circulation has

been shown to be an almost perfect match to the original neutral-wind results.

Furthermore, use of the VSH model no longer requires a significant period of time for the

TGCM to be run in realtime on a supercomputer.

This tentative thermospheric-forecasting capability is quite unusual in the world

of atmospheric science. The ability to quickly forecast the dynamics of the atmosphere

using ai finite set of pre-run coefficients is quite different from forecasting tropospheric

weather. All that's required to provide 'the foundation for this forecasting capability i6 Lo

continue the 'hindcasting" process begun proviousl.y.
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Flowchart of thermospheric forecasting methodology

Assume quasi-steady IMF to start

Current 24 hour thermospheric forecast is OK

CSignificant 2 hour c~hange in IMF Bz component?

i (~Sel'ect time-dependent VSH c'oefficie-nts•

Icorespnding to currently observed IMFI

"lec _ B Z trend

Issue new 24 hour therrmospheric forecast

Figure 4 - Flowchart of the tentative methodology for a basic thermospheric-forecast
capability.
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4 Areas Requiring Additional Effort Before An Effective Thermospheric-Forecast

Capability Can Be Established

It is obvious that for the methodology described above to work, additional

spacecraft ion-drift and neutral-wind data is needed. Without the ion drift data, time-

dependent histories of ion convection in both hemispheres cannot be determined.

Furthermore, neutral-wind data is required to conduct ion-neutral coupling studies, both

at solar maximum and solar minimum. The desired improvements in neutral-wind-

simulation capability cannot be verified without globally-measured neutral-wind data.

There are also some ionospheric features which need to be represented in TGCMs,

if the models are going to more realistically reproduce naturally-occurrinL

thermospheric phenomena. Some of these areas include the following: (a) more realistic

ion-density fields in the TGCM; (b) incorporation of the day-to-night conductivity-

gradient effect, which will shift the antisunward ion-drift region more to the dawnside of

the polar-cap, regardless of IMF ;:onfiguration; (c) realistic ion-convection models for

IMF Bz > 0 conditions. To the author's knowledge, efforts to incorporate items (a) and (c)

into the NCAR-TGCM are underway. However, the incorporation of the day-to-night

conductivity-gradient effect should be addressed by ionospheric modelers.

6 7
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RESULTS AND CONCLUSIONS

I SLunmary of Research

The primary objective of this work has been to develop a better understanding of

the neutral-gas dynamics of the high-latitude regions of the Earth's upper thermosphere.

To achieve this, an understanding of the morphology of the neutral winds and the forces

which drive or modify them was required. To this end, a unique dataset was established

which utilized satellite neutral winds and other supporting data from Dynamics

Explorer 2 (DE-2), with coverage of both polar caps during the same orbit.

Analysis of these data led to the characterization of four basic neutral wind

signature categories for the various interplanetary-magnetic-field (IMF)

configurations, as well as observations of similarities and asymmetries in the neutral

circ" tion between hemispheres for solar-maximum December-solstice conditions.

Ave;aging of the neutral-wind data in various JMF categories has provided preliminary

indications of the influence of IMF-controlled icn-convection on the polar-cap

antisunward and duskside sunward neutral winds. Analysis of the indi,ridual neutral-

gas forces from the diurnally-reproducible version of the NCAR thermospheric general-.

circulation model (TGCM) provided insight into the causes of "seasonal" and diurnol

variations in the high-latitude neutral-wind-circulation system. This resulted in the

"seasonal" differences of the polar-cap pressure-gradient force between hemispheres

explaining the virtual absence of dawnside-sunward neutral winds in the summer

southern hemisphere which are usually observed in the winter northern hemisphere.
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The knowledgo acquired above wari applied to two tests of the time-dependent

capabilities of the NCAR-TG4CM, with the n of evaluating the use of TGCMs for

thermospheric forecasting. The first TG(,..- alation was accomplished in an effort to

quantitatively evaluate the ability of the TC-CM to yield accurate time-dependent neutral

winds. The results of this test were that the NCAR-TGCM provided good first-order time-

dependenL neutral winds with errors from the DE-2 measured neutral winds of 10 -40%.

A second TGCM simulation was intended to assess our ability to use DE-2 measured ion-

diift data to provide a more realistic time-dependent prescription of model-ion-

convection paramaitters in both hemispheres. Results here, show that use of DE-2

measured ion-drift data, under selected geophysical conditions, can improve the ability

of the TGCM to simulate thermospheric neutral winds.

2 Synopsis of Makjor Results

2.1 Major Morphological Results

Four-lbasic characteristic neutrat-wind signatures have been identified that may

be categorized according to the orientation and magnitude of the IMF, viz: 1) B2 < 0, By >

0; 2) B2 < 0, By < 0; 3) B2 > 0; and 4) B 2 »> 0. For all Bz < 0 conditions, there was a two-cell

structure to the neutral circulation in both hemispheres with a well-establi shed dusk cell

and a small weak dawn cell. Under B. < 0, By > 0 IMF conditions, the maximum

antisunward neutral winds were clearly located on the dawnside of the polar-cap flow in

the northern hemisphere and on the duskside of the polar-cap flow in the southern

hemisphore. For B2 < 0, By < 0 IMF conditions, the maximum antisunward neutral

Winds were located on the duskside of the polar-cap flow in the northern hemisphere and

on the dawn side of the polar-cap flow in the southern hemisphere, although this case was

not as clearly pronounced as the B. < 0, By > 0 case.

Wtxlhcn 'n waslihtly northward, a trainsitonry neutral-wirid state eitd hr

the neuitral-wind signatures varied greatly between hemispheres. In the winter northern
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hemisphere, the antisunward-neutral-wind speeds were diminished in the center of the

polar cap, as though in prc.,,ration for a change to sunward flow in the center of the polar

cap. In the summer southern hemisphere, the neutral circulation retained the two-cell

circulation structure with the maximum-antisunward neutral winds located in the

center of the polar cap. Under Bz >> 0 conditions, the neutral winds in both hemispheres

had a multicell structure, although the region of sunward-neutral-wind speed in the

center of the polar cap was small and associated with relatively small neutral-wind

speeds.

In the analysis of the interhemispheric neutral-wind signatures, two universal-

time periods were given special attention, namely 09 - 11 and 21 - 23 UT. During these

periods, the local-time plane of the invariant-geomagnetic-pole longitude in both

heinispheres, was such that the DE-2 spacecraft-sampled essentially-conjugate regions.

Data obtained during these universal times enabled characteristic differences in the

neutral-wind signatures of both hemispheres to be examined, without the ambiguity

caused by the hemispheric differences in the displacements of the invariant-

geomagnetic and geographic poles. At "conjugate-sampling" universal times, with the

spacecraft in the dawn-to-dusk local-time plane, the (latitudinal) width of the

antisunward polar-cap neutral winds was found to be two to six degrees larger in the

northern hemisphere than in the southern hemisphere, under quasi-steady IMF

conditions. This asymmetry was due to the different geomagnetic topology in the

northern hemisphere, with the non-dipolar terms being of significantly greater

importance in the northern hemisphere, than the southern hemisphere. For the

conjugate-sampling periods, the major axis of the ellipse describing the contours of

constant invariant latitude was approximately aligned with the 0600/1800 local-time

plane, and therefore the spacecraft observed the maximum asymmetry at these universal

times. This asymmetry between northern and southern hemispheres was not predicted by

the current theoretical models. These models need to be reformulated using a more
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realistic magnetic-field topology in order to be able to simulate these asymmetric-

neutral-wind fields.

At the conjugate-sampling time ranges of 09 - 11 and 21 23 UT, individual orbits

in the DE-2 dataset showed that the winter-northern-hemisphere polar cap had larger

maximurm antisunward neutral-wind speeds than the summer-southern-hemisphere

polar cap when the IMF was in a Bz < 0, By > 0 configuration. The results were reversed

for the B. < 0, by < 0 IMF orientation. This finding was unexpected since the summer

hemisphere generally has higher average levels of ionization and ion drag. Therefore,

the summer southern hemisphere was intuitively expected to have higher convection-

driven neutral-wind speeds. Averaged DE-2 neutral winds in the dawn/dusk plane, at

the conjugate-sampling UTs, provided preliminary indications that higher-velocity

antisunward neutral winds were seen in the hemisphere which has the largest-duskside

ion-convection cell, which is controlled by the sign of the IMF -B component. The

maximum-average-antisunward neutral winds were 160 ra/s higher in the northern

hemisphere.than the southern hemisphere at 09 - 11 UT and 220 m/s higher in the northern

hemisphere for 21 - 23 UT, when IMF By > 0 conditions prevailed. This was contrasted by

summer-southern-hemisphere maximum-average-antisunward neutral-wind speeds

which exceeded those of the winter northern hemisphere by 170 m/s at 09 -11 UT and by 15

rn/s for 21 - 23 UT under IMF By < 0 conditions. However, the number of DE-2 neutral-

wind orbits available for this very selective study was not considered sufficient to provide

conclusive results. It is for this reason, that the results are considered "preliminary."

Both the DE data and TGCM neutral-wind calculations, in the dawn/dusk local-

time plane, show that the dusk cell was usually the dominant of the two neutral-

circulation cells, in both size and magnitude of sunward-return flow. Under conditions

identical to those mentioned above for the antisunrward neutral flow, the magnitude of the

maximum-duskside sunward-return flow averaged 260 m/s and the sunward winds

extended over a 25-degree-wide region in either hemisphere when the dusk ion-

6 - 181



convection cell was dominant (i.e., By > 0 (By < 0) in the northern (southern)

hemisphere). However, when the dawn ion-convection cell was dominant in either

hemisphere, the maximum-average duskside-sunwaid-return flow was about the same

at 230 m/s, but the neutral-wind reversal extended over only a 17-degree wide region. As

with the antisunward neutral flow, the IMF By configuration was seen to control the ion

convection, which in turn influenced the sunward-duskside neutral flow to a large

extent, with only minor variations between hemispheres.

The dawn-cell neutral circulation, as seen by the latitudinal extent and

magnitude of the sunward neutral flow, was found to be stronger and more organized in

the winter northern hemisphere than in the summer southern hemisphere in both

individual orbits which covered both hemispheres and averaged data. The maximum-

sunward-dawnside return flow averaged 120 m/s in the northern hemisphere and was

virtually non-existent in the summer southern hemisphere. Further, the summer-

hemisphere-dawnside circulation was shown to be more divergent than the winter-

hemisphere-dawnside circulation, even though the summer hemisphere is more tightly-

coupled to the non-divergent twin-cell ion convection. From modeling studies, these

relationships were ascribed to the orientation of the polar-cap pressure-gradient forces,

which were dawn-to-dusk-directed in the summer hemisphere and sunward-directed in

the winter hemisphere. The dawnside portion of the thermospheric neutral circulation

was seen to be largely controlled by "seasonal" differences in both the measured data

and model calculations.

Based on diurnally-reproducible IMF By = 0 TGCM model results, the calculated

summer-southern-hemisphere antisunward neutral winds were oriented at an angle of 5

to 15 degrees counterclockwise from that of the antisunward-convecting ions. The angle

from which the polar-cap antisunward neutral winds deviated from the noon-midnight

local-time plane was larger in the winter northern hemisphere than in the summer

southern hemisphere by an additional 5 - 10 degrees due to the increased importance of
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forces other than ion drag. The diurnal variation of the angle the TGCM antisunward-

drifting ions made with the noon-midnight local-time plane was followed by the TGCM

neutral winds. Unfortunately, insufficient DE-2 ion-drift data was available to provide

an indication of the averaged-diurnal variation of the angle the actual antisunward-

drifting ions made with respect to the noon-midnight local-time plane. Using averaged

DE-2 neutral-wind data, an IMF By-dependent difference is seen in the variation of the

angle the antisunward neutral winds make with re.spect to the noon-midnight local-time

plane. Under IMF By > 0 (BY < 0) conditions, the counterclockwise twist is greater in the

northern (southern) hemisphere.

2.2 Neutral-Gas Momentum-Forcing Mechanisms

Mean ion-neutral momentum-coupling time constants, which are an estimate of

the time required for the neutral winds to approach the ion-drift velocity following an

instantaneous-ion-drift-velocity change, were computed using DE-2 data for the four-

characteristic neutral-wind-signature categories and for the regions poleward of 40

degrees in both hemispheres. The winter-hemisphere time constants were at least twice

as larg- ns the summer-hemisphere values, in all cases. The mean time constants for

the first three cases were approximately one hour in the summer hemisphere and two to

three hours in the winter northern hemisphere. However, for the Bz >> 0 case, the

summer-hemisphere time constant exceeded two hours while the winter-hemisphere time

constant increased to over four hours.

The momentum forcing over both invariant poles was analyzed from the

diurnally-reproducible TGCM run. It was found that the zonal and meridional

components of the individual forces in opposite hemispheres, for a solar-maximum

December solstice, were remarkably similar. However, the differences between the

vector magnitude of the individual forces, in opposite hemispheres, were significant. In

general, the pressure-gradient force was the most important force in both hemispheres.
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The peaks and valleys in the diurnal variation of the pressure-gradient force occurred at

approximately the same local time in both hemispheres. However, the relative

magnitude of the peaks varied for different seasons. During the post-midnight hours, the

pressure-gradient force was often twice as strong as ion drag. During the day, the peaks

and valleys of both the ion-drag and pressure-gradient forces had similar magnitudes.

In addition, viscous drag was generally twice as large in the winter northern

hemisphere as in the summer southern hemisphere, indicating greater vertical-neutral-

wind shears in the winter northern hemisphere.

The antisunward neutral winds from the diurnally-reproducible TGCM

simulation were observed to exceed the antisunward ion drifts inside the polar cap. This

occurred because the ion-drag force inside the polar cap was secondary in importance to

the pressure-gradient force. Theoretical studies of the neutral-gas parcel-trajectory-

forcing history over both invariant poles show this to be true in both hemispheres at

solstice.

The radius of the diurnally-reproducible neutral-wind-circulation system was

typically 30 degrees, while the radius of the high-latitude ion convection was typically 25

degrees. Through all 24 hours of universal time and in both hemispheres, the duskside

boundary of the high-latitude ion-convection and neutral-wind-circulation systems were

seen to coincide. The dawnside of the neutral-wind-circulation system was seen to

extend out, past the boundary of the ion convection. This larger spatial extent of the

neutral circulation over the driving non-divergent ion convection, in the inertial-

reference frame, was caused primarily by the dusk-to-dawn component of the polar-cap

pressure-gradient force. This polar-cap pressure-gradient force was shown to be due to

both the spatial variations in neutral temperature and density. The polar-cap

temperature distribution was, in turn, shown to result from the superposition of the solar-

EUV, cusp, and Joule heating.
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2.3 NCAR-TGCM Neutral-Wind-Verification Test

The first database of neutral winds, with coverage over both polar regions on

individual orbial passes (- 70 orbits), enabled the global accuracy of neutral-wind

simulations from a TGCM to be critically-evaluated. Two time-dependent runs of the

NCAR-TGCM, each simulating the same period in November 1982, but using different

techniques to prescribe the high-latitude ion convection were compared against measured

DE-2 neutral winds. The objective was twofold. First, validate the time-dependent

TGCM neutral-wind-simulation capability and second, determine the weak and strong

points of each of the high-latitude ion-convection-parameterization techniques. One

technique analytically determined all the ion-convection parameters from a series of

relationships which required knowledge of the IMF. The other technique found the ion-

convection parameters by fitting the ion-convection model to experimental DE-2 ion-drift

dat.

The TGCM model inputs which need to be most realistically characterized at high

latitudes are: the average ion convection and spatial variations in the ion densities. In

this work, the search for a method to more realistically characterize the average ion

convection was undertaken. Neither the analytical or experimental high-latitude

parameterization techniques proved to specify the ion convection as accurately as hoped.

Lovkini only ;.t the ,-umbv of Limes that one of the high-latitude parameterization

techniques was more accurate than the other, the analytical technique was more accurate

in simulating DE-2 satellite neutral winds in both hemispheres, However, there were

several orbits when the center of the ion-convection model was moved significantly from

the standard location associated with the invariant pole and the accuracy of the neutral-

wind simulation was increased. In these cases, the high-altitude ion-convection-

parameterization technique, which used DE-2 ion-drift data, was significantly more

accurate. in general, the best way to improve TGCM neutrai-wind-simulation accuracy
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may be to combine the analytical and experimental ion-convection-parameterization

techniques, whenever possible.

2.4 High-Latitude Ion-Convection Modeling

Ion-drift data from DE-2 were used to specify the time-dependent model-ion-

convection parameters for an experimental run of the NCAR-TGCM. If the DE-2 ion-

drift data, in the dawn/dusk plane, showed the center of the antisunward ion convection

to be located some distance from the invariant-pole location, then both the ion-convection

and auroral-oval models were picked up and placed in a position where the model-ion-

convection reversals closely matched those of the DE-2 data, in both radius and position.

In addition, the model cross-cap electric potentials were specified using the integrated

potential gradients from the DE-2 satellite data in the dawn-dusk plane.

Results of the test between the analytical and experimental high-latitude ion-

convection-parameterization techniques, mentioned above, are as follows: the analytic

technique should be used in the winter hemisphere, where frequent irregularities in the

measured ion convection make it difficult to derive ion-convection parameters which

represent the average ion-convection system. The experimental technique is more

applicable to the summer hemisphere, where the measured ion drifts are more

representative of the time-averaged ion convection. Furthermore, the experimental

technique was superior at providing average ion-convection parameters in both

hemisphere during the onset of a large geomagnetic storm.

2.5 Numerical Thermospheric Forecasting

To forecast the dynamics of the thermosphere, it was found that a forecast of

model-ion-convection parameters was required. The methodology for an initial

thermospheric-forecast capability was established, based on the hypothesis that a

historical series of derived model-ion-convection parameters could be associated with a
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currently-observed trend in the IMF. This historical time-dependent series of model-

ion-convection parameters would subsequently become input for the TGCM ion-

convection-prescription forecast. If a number of cases corresponding to different sets of

historical model-ion-convection parameters were run in advance (i.e., a number of

diurnally-reproducible as well as time-dependent cases corresponding to increasing

and decreasing IMF Bz) these cases could be reduced to sets of VSH coefficients, which

could be used to quickly regenerate the thermospheric-neutral-wind fields which would

serve as a thermospheric forecast. In this way, re-issuing a 12 - 24 hour thermospheric

forecast based on a change in observed IMF could become trivial, as the only task

becomes selecting the proper set of VSH coefficients.

2.6 Future Work

The diurnally-reproducible NCAR-TGCM results have provided the insight

necessary to understand the universal-time and "seasonal" variations in neutral-gas

momentum forcing at solar-maximum December solstice, in both hemispheres.

However, this was only done for simple IMF Bz < 0, By = 0 conditions. To use TGCM

model data to fully interpret DE-2 data in the four-basic neutral-wind-signature

categories, additional diurnally-reproducible runs need to be attempted. The By > 0 and

By < 0 simulations can be run in the near future. The Bz > 0 and B. >> 0 run require

additional capabilities in ion-convection models.

To conclusively determine which variations in the high-latitude neutral-wind

signatures are truly hemispheric and which are seasonal, a solar-maximum June

solstice also needs to be examined. Unfortunately, neutral-wind vectors for June are not

available from DE-2 because the satellite was inverted during this period, so no FPI data

is available. This means that conclusive determination of "seasonal" differences in the

neutral winds at solstice will have to wait at least until the next solar-cycle maximum, or

later. For the same reasons, the qualifier "preliminary" cannot be removed from the
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observations which resulted from the uveraged DE.2 neutral winds. All available orbits

of DE-2 neutral winds at the conjugate-sampling universal times and in the 0600/1800

local-time plane were used and the statistics are still low to be conclusive.

It is obvious that continuation of work on high-latitude thermospheric-neutral-

gas dynamics could be fruitful, for both research and practical interests. However, the

DE-2 mission supplied a tantalizing but insufficient quantity of neutral wind

measurements from which to draw long-term conclusions. It is indeed unfortunate that

there are no known spacecraft missions currently planned which can be expected to

globally measure the neutral winds of the terrestrial upper thernosphere, either for so:lar

maximum or solar minimum.
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7.3

Presentation for AFGL - Workshop on Atmospheric Density and
Aerodynamic Drag Models for Air Force operations 20-22
October 87

1. "Satellite Drag and Lift Deduced From Measured Gas-Surface
Interaction at 5 ev".

G.R. Karr and J.C. Gregory, University of Alabama in
Huntsville, Huntsville, AL.

The space shuttle flight STS-8 carried a gas-surface
interaction experiment prepared by Drs. Peters and Gregory of
NASA/MSFC and the University of Alabama in Huntsville (UAH)
repectively. The experiment recorded the angular distribution
of atomic oxygen atoms reflecting from a surface. We have
used the Nocilla reflection model to determine the speed ratio
and direction of drifting velocity of these scattered atoms.
From these results we have derived a model of the atomic
oxygen reflection with which the lift and drag coefficient of
various aerodynamic shapes can be calculated. In this
section of the presentation, the lift and drag coefficient of
spheres, cylinders, cones, and flat plates will be presented.
The dependence of these aerodynamic coefficients on the gas-
surface interaction will be discussed.
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Gerald R. Karr, Mechanical Engineering Department,The University
Alabama in Huntsville, Huntsville, Alabama, 35899, USA

John C. Gregory, Chemistry Department, The University of Alabama
in Huntsville, Huntsville, Alabama, 35899,USA

Palmer N. Peters, ES63, George C. Marshall Space Flight Center,
Marshall Space Flight Center, Alabama, 35812, USA

Ur,Sr L r

Us i '-s Dr Di

0 -

Normal Component
of Force

Ur- Component of Force

Fig. 1.1 Notation used in the Nocilla !.odel.
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Fig. 1.2 Plot of the cefficient of the normal component of
force for the 1Nocilla model as a function of ;-.
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-~ (U •-n U.c + c rn
reflection r r

where

(2 I+erfa

(2) r 2 X( )

(3) Cr (2RTr)

-~2

(4) X(adr) e • r + ?Thor(1+erf Or)

(5) ar Sr sin
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Parameters

(6) u-a U
r

(7) c- b U
r

(8) 6- + (1-p )
r r r

(9) S -U /c -a/b
r r r
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Drag and Lift of Flat Plate

(10) dF - U.n dA (-U + U +(- c n

r r r

(11) C = 2.0 - s b cos[fP +(2-P )e]+ f(a-)b sinG
D r r r r

(12) C = s b sinE[P +(2-P )0] + j(o-)b cose
L r r r r
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Drag of Sphere

I-Cos Pr- p
(13) CD " 2+ 2 r .85 b
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Results

(14) Case 1: s - 0.2 ; P - 0.27 ; 0.067 < b < 0.69

r r

(15) Case 2: s - 0.6 ; P - 0.66 ; 0.067 < b < 0.62
r r

(16) Case 1: 2.03 < C (plate @ 35 degrees) < 2.315
D

(17) Case 2: 2.03 < C (plate @ 35 degrees) < 2.312
D

(18) Case 1: 0.06 < C (plate @ 35 degrees) < 0.62
L

(19) Case 2: 0.09 < C (plate @ 35 degrees) < 0.79
L

(20) Case 1: 2.02 < C (sphere) < 2.21
D

(21) Case 2: 2.03 < C (sphere) < 2.26
D
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2. "A Low-Cost Instrument for Direct Measurement of Atomic
Oxygen-Scattering Profiles in the Molecular Flow Regime".

J.C. Gregory and G.R. Karr, University of Alabama in
Huntsville, Huntsville, AL.

An instrument is described that was flown on STS-8 to
measure the angular distribution of 5 ev atomic oxygen. The
instrument was of novel design, was completely passive, and
used thin silver films as the recording device. The devices
are low cost and may be rapidly deployed in space to provide
early return of the needed data. The method of data analysis
will be discussed and the results of the STS-8 flight will be
presented.

A proposed fliqht test will be discussed in which a
nwer of the flight proven instruments are used to obtain
improved information on molecular scattering at orbital
energies. We propose to utilize a set of solid substrates at
various angles of incidence and surface temperatures. The
objective is to obtain a detailed understanding of scattering
for a representative set of angles of incidence on materials
of eogineering interest. The preliminary plans for the flight
program will be presented.
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INCIDENT PARTICLES

DIRECTION OF
SPACECRAFT MOTION

H 0OLDER!

. .T H I N ( 6 0 0 .)
/ .. SILVER FILM

DEPOSITED
ON CR-39

7 APLASTICSZ'•,ISTRIP

TARGET.

10cm SURFACE

FIG. 2.1 THE OXYGEN ATOM REFLECTOMETER FLOWN
ON SHUTTLE STS-8 AND THE LONG DURATION
EXPOSURE FACILITY
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60 60

FIG. 2.2 POLAR DIAGRAM OF ANGULAR DISTRIBUTION OF 5eV OXYGEN
ATOMS SCATTERED FROM POLISHED VITREOUS CARBON (ORBITAL
FLIGHT DATA). A PURE COSINE LAW RE-EMISSION IS SHOWN FOR
COMPARISON. THE CUT-OFF IN THE BACKWARD HEMISPHERE
WAS CAUSED BY THE DETECTOR FILM HOLDER.
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7.4

Variability in the Satellite Drag Coefficient Cd

W. Kent Tobiska
Aerospace Engineering Sciences Department

and
Laboratory for Atmospheric and Space Physics

Campus Box 392
University of Colorado, Boulder CO 80309

October 15, 1987
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Variability in the Satellite Drag Coefficient Cd *
W. Kent Tobiska **

Univer.sity of Colorado, Boulder Colorado

In most contemporary saielE'te orbit determination work, the
spacecraft drag cocfficient, Cd, is treated as a constant near the
value of 2. This is not necessarily the most accurate value since
variations are caused by surface angle of attack, temperature
of atmospheric gas particles, and vehicle surface temperatures.
When precisely determining drag, Cd varies considerably. In this
paper, the classic theory detailing Cd in free molecular flow is
first outlined where spacecraft. surfaces are modeled as flat plates
.xi rLrefied gas flows. A comparison is made between the full
Cd solution and contemporary sirnphfications. Then, first and
second order evaluations of the full Cd formulation are made to
estimate the range of Cd variation from two parameters: angle
of attack and thermospheric temperature changes. The angle of
attack determines the overall value of Cd while thermospheric
temperatures contribute small variations. As a final result, a
nlultiparaxneter Cd is formulated as Cd(t, a, T) and a method of
exj)Criluctally deriving Cd(t, a, T) is proposed.

Nomenclature

A spacecraft. surface area
Cd drag coefficient
Cd (.xIpcctc:(l drag coulicie'nt
z.ACd izIcrexlrental change in d: ag coefficient
E kinetic energy of atniospheric particles
1U2I' extretw, ultraviolet solar wavelengths (xroys to 10313 )
SI-f error function
I'd atiloslplicric drag force on a satellite
y gravity

1f density scale height
All i.riciemental change in density scale height
I: oJ3ltz'maz's Constant
M( zit', of a j'articl: or spaIcccraft
I [A' molecular nitrogeir concentration
0 atomic oxygen
[/)] atomiic C (,xygI(' C(A)C 'lr! tioll

[02) molccular oxygen co0icetration

'* Sulmbittcd to Jorual of Spacccraft and llocý-t t Ai g, -'t 26. 1987.
* R ucscarch A-ssistant, Laboratory for Atiliospl;,.,iic ad S:,rc, ý'1i,:,iCs; 1'1h.1). cai -

te, A\cro.•,ico ELngicUcr g Scieces, Uv,.ity of ('Cl,.Ii adh,
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P satellite orbit period rate change.
r ratio of reemitted to incident, particle velocities
F circular orbit semimajor axis
S molecular speed ratio
T temperature (Kelvin)
AT incremental change in temperature (Kelvin)
i time
t) velocity of a particle or spacecraft
x, Y, z Cartesian coordinate system axis designations; z is also altitude
Az incremental change in altitude
a angle of attack
0ih thermal accommodation coefficient
p atmospheric mass density
Ap incremental change in atmospheric mass density

Subscrip)ts

d drag
diff diffuse reflection
i incident
r reciiitted
r m . root rncan square,
S C spacecraft
SIpcc speecular reflection
t Il thermal
11) wall or Sut face
0 reference value
03 exosphlcric when related to tenpfrature

Introduction
Dur'inig the era of space flight over the past 3 decades, the aerospace erigino-eriig

coxiInnii ty has tackled a wide variety of orbit detcrinination problems. Aniong
thwin has bceni the modelig of orbit decay induced by atinosplleric drag. This has
a sigilificait cffcct oil the lifetimes of low Earth orbiting satellites. Space station, CO-
orbiting lplatfoxin, acrospaceplane, and aerocapture vehicle environmental design::
ieed the most accurate atmospheric den.sities and drag coefficients IossiLh,.

The conuiionly used equation d&scribing the drag force

Fd = I2 Cdapt' (1)

is derived from lic kinctic energy of a S'pace vcuiuicit A tih-,•. tM111 I atJII JSlI.:i
drag force, Fd, to the satel i "' effeCcti''e area, A, atroosl,hrli c riiass d :iii', p, anl
slpwcciIft velocity, v2 . JistOrically, the gr,'at.r.t tiirrtaiity in nu11Wriclly solving
this equation has l,oen e.st imna'ing p, determinuimig A, and calcul;1tinug Cd, ill thlat o,-
dor. As a result, much ?.ffort has bIcc eII ,.uled towCl d 'vcluluinu 1 t ]in '] d,,,ld'it0,
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empirical model atmospheres [1,2] since the late 1950's. While satellite areas arc
estimated with more or less accuracy, Cd is often set to a first order approximation.
Flat plate, spherical, or cylindrical satellite shapes are assumed and an "effective"
or projected area perpendicular to the spacecraft direction of motion is used. This
method of approximating or simplifying C4 has allowed for use of a maximum an-
gle of attack (o = 90 degrees) for the reduced area [3] and has yielded generally
acceptable results, enabling modeled and satellite derived atmospheric densities to
be matched. However, it is not appropriate for studying variations in Cd.

The classical treatment of Cd is rigorously developed on the basis of geometry,
conservation of energy, and conservation of momentum in gas dynamics. This differs
from the use of the contemporary "ballistic coefficient," CA (in units of ni2 kg-)
where Cd and A are described above and m is the spacecraft mass. This coefficient
is an empirical term which folds the uncertainties in all three variables within one
term, allowing a match between the theoretical atmospheric drag force on a satellite
and the observed force obtained from the orbit decay rate.

A number of sources have discussed the evaluation of Cd in free molecular
flow, which is a rarefied gas flow [4,5,6,7,8,9,10]. Free molecular flow differs from
Newtonian flow in that the latter assumes the particles are at rest with respect
to one another. Zahm [11] noted that a free molecular flow becomes a Newtonian
particle flow in the limit where an extremely large ratio of the mass velocity (or
spacecraft velocity), vc, to the gas thermal velocity, v1,, exists. This ratio is defined
as the molecular speed ratio, S, where

S =(2)
VJ h

and S --# oo in the limiting case. In equation (2), if S > 1, then particles are
assurned to strike only the forward face of a body. If S >> 1, the thermal velociti.•
of the particles can be neglected arid there is an approximated Newtonian flow.
However, as will be shown below, when S < 10, gas particle thermal velocities maty
be accounted for in evaluating Cd. The impinging gas particle velocities vary in
Inagihitude as well as (lirectioln ard assume it MaxwCllmUn distribution, as do the
reemitted particles adsorbed onto the surface, which come off with no "memory" of
their initial velocity magnitudes or directions.

From the. principle (of equipartition, the Mdxwellian distribution of velocities ill
a gas can be summarized as

Vr-O+V2+ ) _k (3)

UsinLg SI units, k is Boltzmani's constant, T is the temperature in degrees Kelvin,
Alid in is the inass of the particle. This analysis uses Voh = Vr,,a.

A grad ual dCvClopimmeAt of the a1tmlmoS1,-lmic diag coefficient at satellite altitudes
fllowcd fromi the eflorts of Millik-an [12], who anialyzed Splheres mImovilig tlmoug]) a
gas with a large meai frice path ald with specular reflection. Epsteiii [1I3] showied
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that diffuse reflection of gas particles plays an important role in momentum ex-
change between a body and a gas and that this interaction has a gas temperature
dependence. Siinger [4] pioneered work with extremely rarified gases, analyzing the
air pressure on bodies of various shapes and outlining drag and lift, coefficients.
The three regimes of gas kinetics, including rarified gases, and their differences as
related to aerodynamics was explained by Tsien [5], followed by the analytic and
experimental work of Stalder, et al. [6,7,8]. Stalder calculated surface temperatures
in a rarified gas flow, experimentally determined drag coefficients and temperatures
on bodies of varying shapes, and noted that the drag coefficient Cd was dependent
upon the molecular speed ratio, S, and the body surface temperature, T,,. The
total Cd due to diffusive and specular reflections wa- summarized by Schaff and
Chambr6 [9] while Iloerner [10] simplified the expression for Cd in his work.

Theoretical Drag Coefficient
The fundamental physics describing gas particle interactions at and with space-

craft surfaces encompasses the concepts of body geometry, the conservation of en-
ergy ii heat transfer and the conservation of momentum. In this paper, the heat
transfer between particle and surface "wall", whicl includes defining a thermal
accommodation coefficient, is referenced only in comparison to other work. It is
ainlyzed in depth by Stalder and by Schaaf and Chambr6. The conservation of
momentum combined with geometry are discussed in detail below.

The drag coefficient for diffuse reflection analytically described by Stalder, et
al, [S] and summarized by Schaaf and Chambrý [9], is

2 2_( 2 i S
cd,,,, -'S (/Ys + - f ) (Ssin a) + i- . (4)

Simiilarly, the specular reflcction Cd described by the same authors is
d,.,--4 S•illt A•O C (~i )

4 ~tn b,,,.,. ~ (spin 0)2 +~[ Ci
QSS n s~i - + /7 r + (sin a)2 ] .rf(Ssin a)). (5)

Thlo.se are expressions fox a flat plate at an angle of attack, r, and are shown in
figures 1 and 2. The flat plate approximation may be used in free moleculam flow for
a nuinber of -pacecraft surfaces since the vehicle dimensions "seen" by a particle,
compared to its own size, are extremely large. S, in equation (4) is the molecular
speed ratio referenced to the temperature of the surface, where

, -. (6)

n.

'Tlese (pCquations do not use the ratio of specific heats, y, and hence are valid for

eitler mionatornic. or diatomic pa.es.

lEtuations (4) aind (5) represent two comnponentl formiilations of Cd which in-
clude irnpi igin g momentum terms related to tlhv an gle at vw'hichl hirci,-i pa rtildes
st i ike the surfacc and tcrins describing the diffuse or specular refl'wtir ij of 1); rticic s.
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4.5 Diffuse Reflection, S vs C
Schaof & Chombre (1958)

4 Equation 4

3.5

3

2.5

2

1.5
1

0.5

1 2 3 4 5 6 7 8 9 1

Molecular speed ratio, S

Fig. 1. Diffuse reflection and reemission drag coefficient (equation (4))

for angles of attack between 0 and 90 degrees. From Schaaf and Chambr6
[9]1.

5 ___Specular Reflection, S vs €_

4.5 -Schoof & Chombre (1958)

3.5

3

2.5

2

1.5

1 t

0.5
0

1 2 3 4 5 6 7 8 9 10

Molecular speed ratio, S

Fig. 2. Specular reflection drag coefficient (equation (5)) for angles of

attack between 0 and 90 degrees. From Schaaf and Chambr4 [9].
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These equations are derived from the conservation of momentum and geometry of
the system as detailed by Si.nger [41 and Stalder, et al. [8]. The 90 degree contour
in figure 1 may be compared to the flat plate drag coefficient given by Cook [3]. His
formulation for a diffuse reemission drag coefficient, plotted in figure 3, is

Cd,,,, = 2(1 + 2 ) (7a)
3

where r is related to the thermal accommodation coefficient, CEh, and is written as

r- * {T~ - ]2(7b)Vi +• "'h i 1

Cook defines v, as the speed of the reemitted particle, vi as the speed of the incident
particle, T, as the surface temperature, Ti as the kinetic temperature of the incident
particle, and

Ei - Er (7c)
Eth= - E,

where the subscripts i, r, w refer to the incident, reemitted, and surface ("wall")
average kinetic energies. Equation (7a) may be a helpful simplification of equation
(4) under certain conditions, although differences arise from the weighting of -T in
each equation.

SI ' I '1 i I , i i im

4.5 Diffuse Reflection, a., vs CI_
Cook (1965)

4 Equation 7a

3.5

3
V 2.5

2

1.5

1

0.5
0 I I I , I ,I I I I

0 .1 .2 .3 .4 .5 .6 .7 .8 .9 1.0

Thermal Accommodation Coefficient, at,

Fig. 3. Diffuse reflection and reemission drag coefficients from Cook [3]
assuming an angle of attack of 90 degrees for a projected spacecraft area,
a thermal accommodation coefficient between 0 and 1, T8 at 700, 1000,
1500 K, and T, at 300 K.
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Equation (7a) is based on a projected area perpendicular to the direction of
motion. This "effective" area is coupled with the drag coefficient where the angle of
attack is set to 90 degrees. The equation can properly be used for an approximated
Cd based on a projected area and accounting for skin temperature effects. The full
expression, equation (4), is properly used with the full surface area at an angle of
attack, accounting for gas thermal velocities as well as skin temperature effects.

Using equation (7a), or figure 3, one notes that C4 = 2 for the impingement
component. It can be shown that for low Earth orbiting spacecraft, the contribu-
tion of the reemission term is between I and I for r equal to 2 to 1. Summing
the impingement and reemission components, a value between 2 and 2.5 has been
commonly used. However, one may see below that it is not necessarily an accurate
Value for use in the drag equation (1). An example of a more reasonable impinge-
ment plus diffuse reemission value ranges from 0.7 to 1.0 for a flat plate angle of
attack between 20 and 30 degrees and a moderate speed ratio, S, between 5 and
7.25.

Although a Cd value of 0.7 to 1.0 may appear low, it should be understood that
a spacecraft surface likely combines both diffuse and specular reflection as well as flat
plate and spherical or cylindrical surface geometry. Non flat plate geometry tends
to give higher-valued drag coefficients. When performing an in-depth analysis of a
particular spacecraft, the diffuse and specular components and surface geometries
should be summed in a weighted analysis to give the total Cd. The result may raise
the value of Cd from 0.7 to 1.0 to a larger value.

First and Second Order Approximations of C4 Variation

Figures 1 and 2 show a wide range of Cd variation due to different angles of
attack. This is clearly the dominant effect. From these figures, one can see that
Cd may range from near 0 to 4 for a flat plate. The area exposed to particle
impingement strongly defines the first order approximation of a drag coefficient.

The ranuge of variation in Cd due to thermospheric temperature changes can
be estimated by referring to the cases of maximum, moderate, and minimum solar
activity. Table 1 outlines this. To. is the temperature of the exosphere and closely
approximates the temperature in an orbit near the top of the thermosphere. The
actual range of S for a low Earth orbiter is 5 to 7.25 for high to low solar activity.
This also corresponds to high and low exospheric temperatures during 1982 through
1986. From equation (4), if S = 5,Cd = 0.707; if S = 6,Cd = 0.703; and if
S = 7.25, Cd = 0.699. For a ±20% change in S, Cd changes by +½% as a result of
the change in the vrm. of the gas particles. For 1500 K, V,-m, = 1.52 km sec-1; for
1000 K, vr,,. = 1.24 km sec-1; and for 700 K, Vm. = 1.04 km sec-1 for atomic
oxygen, 0, which has three degrees of freedom. There is a ±20% variation around
the v1...6 --- 1.24 kmn sec-1 value which is t.h hbasis for the change in R. This
translates into a 1% change in Cd due to thermospheric temperature changes over
the course of a solar cycle.
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Table 1 Cd Variation with Solar Activity

Solar Activity . To (K) vrms (km sec- 1 ) S Cddb11

high 1500 1.52 5 0.707
moderate 1000 1.24 0 0.703
low 700 1.04 7.25 0.699

asolar cycle 21 6Cd evaluated for a = 20 degrees, including small S,. term
from equation (4) for T,, = 300 K.

Thc diffuse rcflection assumption for Cd may bc applicable to flight conditions
for two reasons. As first noted by Siingcr, surfaces are often completely rough
based on experimental observations. This, combined with the assumption that the
impinging particles at altitudes near 500 km are predominantly reactive 0, leads
to the heuristic conclusion that diffuse, and not specular reflection, is the major
process occurring in an upper thermosphere flight regime.

An Initia1 order of m-nniIud, rncthod "€r ,pp.,,Imating thc change in Cd f`o011

an expectcd value, due to thermospheric temperature variations, follows. From
equation (1), the change in Cd is written as

--2Fd Ap (Sa)

or

ACd = CdA ()P

ACd can be ± and is the same sign as Ap and Cd is the expected value. Ilowever,
in equation (1), Cd and Fd have opposite signs in a rigorous interpretation, with
Fd taken as a force dirccted opposite the motion of the satellite. Therefore, the
negative sign of equation (8a) is dropped in equation (8b). ap can be estimatedp
at ±0.005. This value is obtained by using a typical 0 mass density at 500 km
for moderately high solar activity of p • p[O] = 10-12 kg m- 3 . Figure 4 from
the MSIS thermosphcric density model [2] shows this for day 300 of 1982, a typ~ical
profile during high activity in solar cycle 21. To obtain Ap, onc uses the barometric
law

p = poe 11(z (9)

and the scale hcight of a constituent (here, atomic oxygen)

11(z) =kT(z) (0
,-T w) (10')
7g(z)'
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to find the incremental change from the density at a specified altitude and at high
solar activity due to temperature changes,

Ap = p-• e A H (11)

with Az = z - z0 . The expression for AH is linearly related to AT and is

AH = -AT. (12)
mng

By substituting AT = 1000 - 700 = 300 K, H = 61.25 kin, AH = 18.37 kin, and
Az = 1 kin, then Ap =_ ±x10 5- kg m-3. Hence, • --- ±0.005 and ACd T-

P0

±0.0035. From high to low solar activity, Cd therefore has a range of 0.70G to
0.699. This range assumes a constant angle of attack and skin temperature of
the spacecraft. The method accounts for both the vehicle kinetic energy and the
particle thermal energy, assumes a Maxwellian velocity distribution of the particles,
and allows us to look at general range of values of Cd due to solar EUV heating of
the thermosphere,

500

400- (,O)

. 300 ,

0) .',. Total Density

"N.S2oo 2,
,200

100 *.,- -02

100 ................

1E-13 1E-12 IE-11 1IE-10 1IE-9 1 E-8 1E-7 I1E-6 1E-5

Mass Density p, kg m"3

Fig. 4. MSIS model thermospheric densities at high activity during solar
cycle 21, day 300 of 1982.
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Method for Experimentally Deriving Cd Variation

A more accurate method for determining the second order effect of Cd(t, a, T)
changes from thermospheric temperatures is calculated from the relationship

Cd(t, a, T) = Od(r, T) + A Cd(t, a, T). (13)

This is different from the order of magnitude approximation in equation (Sb).
Cd(a, T) is the expected value obtained from figure 1 for a certain solar activity or
S value. The other term

ACd(t, a, T) Td) Ap(t, T) (14)P(t, a,T)

results from an analytic formulation by IKing-Hele [14], modified by Tobiska [15]. It
combines orbit averages of the angle of attack, surface temperature effects, and solar
cycle variation through the satellite orbit period data. It uses a modeled density
change to obtain ACd(t, a, T).

A is the area to mass ratio of the satellite, f(t) is a circular orbit seminimajor

axis, Cd(aT) is the expected drag coefficient, 1'(t, a, T) is the orbit period rate
change data, and Ap(t, T) is a modeled change in thermospheric density due to
EU; heating. The largest uncertainty in this formulation will usually enter from
A, Cd(o, T), and Ap(t, T) for a given satellite during a given period of time.

Conclusions

The drag coefficient, Cd, may vary due to changes in the spacecraft surface angle
of attack and the gas temperature in rarified gas flows. It is not a constant and may
vary significantly from 2, particularly as a result of high to low angles of attack.
Assuming that the spacecraft area, angle of attack, and a modeled atmospheric
density are relatively well known, the Cd variation due to gas temperature changes
can theoretically be derived. This variation is explained by changes in the kinetic
energy of the gas particles over a solar cycle resulting from a variation in solar EUV
energy input into the atmosphere at satellite altitudes.

It is possible to quantitatively describe the relative drag coefficient variability
due to solar cycle activity from long term satellite orbit period rate change obser-
vations. In doing this, the spacecraft angle of attack, the expected drag coefficient,
the change in atmospheric density, the true surface area of the satellite, its mass,
and its semimajor axis each orbit over a period of time must be known or closely
estimated. Uncertainties in these variables affect the absolute magnitude of ACd
but not the relative variation due to the chan;e in gas thermal energies.

Angle of attack variations should cause extremely large variations in Cd, i.e.
up to 100%o. Thermospheric temperature cilmgacs ovei thu wwcu e of a sola- cyclc
should cause variations on the order of 1% in Cd.
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7.5

Satellite Drag Coefficient Variability
AFGL Density Workshop, Session VII

October 22. 19S7
W. IK[ent Tobiska

In satellite orbit d&terrninatiou work, the spacecraft drag coefficient, Cd, is
often considered a constant near 2. This presentation details the variations in C',
caused by the parameters describing the physical changes due to surface angle of
attack, temperature of atmospheric gas particles, and vehicle surface temperatures.

The classic theory of Cd in free molecular flow is outlined with mathematical
formulations for diffuse and specular reflections from spacecraft surfaces. These
surfaces are modeled as flat plates in rarefied gas flows. A comparison is madi-

between the full Cd solution and contemporary simplifications. Evaluations of Cd
variations are made to estimate the range of variation due to two parameters: angle
of attack and thermospheric temperature changes. The angle of attack deterniiinecs
the p:edonliaanr magnitude of Cd, which may vary by 100W., while thermiiospheric
temiperatures contribute sxrall variations on the order of 1%.

Finall,". a multiparameter Cd is formulated as Cd(t, a, T) and a method of
experimentally deriving Cd(t, a, T) is proposed. Preliminary results are shown in
which this method is used with orbit data from the Solar Mesosphere Explorer
(SME) satellite and with a modeled thermosphcric density over 5 years at S.ME
altitudes. The derived results compare favorably with the expected range of Cd
variations.
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8. SOLAR AND MAGNETOSPHERIC INPUTS



8.1

SOLAR X-RAY, EUV AND IJ,. r'LUX

Ri ch ;1rd F. Donor. IlIy
I1O.AA ERL ARL

Boulder, Colorado 80303

Thet main topics discussed be low art- the following: (1) the "Solar EUV
Hle ", which is the label used here to describe the lack of solar f lux inca-
surement~s in the 8 - 1200 A range; (2) the physical reasons why the combina-
tion of the daily 10.7 cmr solar radio flux FIC and itS 8l--day running average
<FIO> has been useful for estimating the temporal variations of the solar EUV
flux for modols of the ionosphere and thermosphere; (3) differences in the
temporal variations of FIO and solar EUV fluxes; and (4) SERFS/WITS, i. e. the
Solar)i LIectrolliagnetic Flux Study for the World Ionosphere-Thermosphere Study.
'Thie opinions c,-prcs_;d lbolenw arc the personal conmme-nts of R. F. Donnelly and
are not official statemnents Of NIOAA.

1. The Sola" EUV Hole

F-Ig ,U re0 1 illust~rates the temporal and wavelength coverage of recent
sitell1ite monitoring measuremi-nts of the soa -aEJV and UV radiation.
The AL.-V- measure-ments of 111 ntL-regger et al. (1973), which ended shortly after
198U, w,ýrrs the. best me~asuremecnts of the solar EIN flux made to date. Unf or-
trinatelIy, no measure ments of the solar EIJV f lux have been made since then.
SChmidtku'S fUutur measurements from the San Marco satellite may help fill the
v oI'd. Cut Lntly, there are no approved plans for long-tern monitoring of the
solar ;pectral irradiance in the 8B - 1200 A range. This lack of measurements
arid p1lans for the solar :UV f~lux is called "the Solar EUV Hole". This label
is; anaj~logouls to the term "black hole", where gravi tat ion is so s trong that
phot eons do not- escape)(. Inl the "solar ELGV hole", no one is looking to see if
thiose photons, are- really getting out of the sun.

Figure, I also shows that monitoring measuremrnts of the so] -X-ray flux
anMd UV sped- rrAl irradiancc are being ma~de With a series of satel tite meýasure-
illný )t s . I 1 1hn4 qelIILs use (.d a t H V wave-lengths to achieve bet ter accuracy and to
re ,due t Lie err'ors f roim un1known dr ift-; in i n';Ltrumenut atiojn could now be used to
jmprove, the -'ccuracy of EIJV f lux measure ments. These succesful techniques
inclid- the following: (1) stowing optical components to protect then from the

degadng i eff-ts o1 the hlarsh spaice environment except when the solar flux
masr:netsare. .-ldi. '2) f lying radiation standards with the inst ru lmlnt for

iin I Iight calibrations, '3) usliq, several components ('detect ors, diffusers,
etc.), where! son, are used every day while others ,ire used for rueference
pu rposes cii rare occassions, (4) flying rocket and shuttle borne, re-cal ibra-
L ion i nqtruni-nets with pr',iflight aýnd posiflight calibrationis, and (5.) flying,
dupl11calse instrumentLs, whiure one Views both the sup and at other times the

ca i r t onsource-, whilhe the, otheýr one views only the ca)libration source, to
chin Ck 1 i h th- soUCurc d rift L he S I1Vi e'wed W i th L Si in) L liar inSt rument but one

iha,;i notL expose;d to [lie sunp phiotons or the nreicpril raidiat ion
isp):ic-. So tlle LUV rneis a ho] e in thait merit. orin, agmaueet re :n;ad e

at betAh sho~tl tom anid lne aeiigh

I(,ri dersL ini th I 111 o )f in -nsiast- i T Ig [Li sola (2LtC J 1EUV fpet ra: 1 i VrI-;I d 1,I rý ance hve
I ,_ id ,i 11cIlU d i ig Hajln S It Ti LrýtereL!ggi anI ld L1, (-C 1 1,-ron':0 ok AFGL , or morved intIo

otlir I ldk, of risoýýareli like G. SchimidtIki.' of thec Frainoliofer lost, 14. Nt'upe(rt
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SOLAR UV SPECTRAL IRRADIANCE MONITORING
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Figure 1Satellite measurements of thp solar spectral irradiance.

of NASA/GSFC and G. Timothy of Stanford U., without young apprentices left to

carry on that line of research. (2) Solar physics has moved away from full-

disk flux measurements with full wavelength coverage toward higher spatial

resolution at selected wavelengths of selected spatial portions of the sun,

where these spatially resolved measurements have had little to no impact onI

impruving estimates of solar EUV fluxes for ionospheric and thermospheric

modelIi ng. (3) Solar-terrestrial phlysics (STP) Is dominated by concerns f.or

the energetic parti1cle and solar wind connection between the sun and magneto-

sphere, whi ch invol ves corona", holes, coronal streamers, f lares and transient

events, the inter-planetary medium and the magnetosphere, none of which are of

concern in researchi of long-term variations of the solar LUV f ILux; i. e. there

is a natural c-ii sjoi ritedness between the small group of researchers of the

photon connection in S'rP arnd the main groups in STP. (4) Research of the

photon connection between the sun and aitmosphere lies to the terrestrial side

of solar physi cs, to the solar side of atmospheric science, and in a small
part- of STP that is disjoint from the main body of STP. Moni torinrg th( solar

1EUV flux appears to have fallen through the crack,; between diverging fields,
and curre-ntly lacks a center of excel lence and a natlonal advocate. (5)

Emplitasis increased on so]lar UV flux measurements for stratosphieric and rneso0-

spheric research over thle past decade, whi cli has permanently moved several

sci ent, i sts f ron LUV researchi to sol ar UV spectralI I rra1dine nWieasUre nient-S, whIIo

mi ght ot lierwise, have proposed solair EUV flux invasure ment~s. (5) Fl U has been

I air] y successi ul as a proxy estimiator of thle tePQrpuI I V; r -i ;I L rin M of0'LIIL tie I-)!;] I

EUV flu x; however, there are knovin differences betw(eetinOw l~l4 Iin F]0 an~d

solar EuV fluxes t.Ii;11 1nl)st limit how w-ll curri.nt mode is of tho Ionosphere and

therimosphecre fit rial it~y.
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Some may disagree with particular causes suggested above; however, the
existence of the solar EUV hole is irrefutable. The hole is deep enough that
it ill not be easy to fill; simply saying that the solar EUV flux should be
monitored on a regular basis will not produce a stampede of excellent propos-
sals. Modeling efforts combined with improved measurements, including the
future AF/NOAA X-ray and EUV imager, should be helpful; but they are not a
replacement for direct measurements of the solar EUV spectral irradiance in
the 8 - 1200 A range with high quality absolute accuracy. The latter are
needed even to test the former.

2. F10 and <FIO>

Ionospheric and thermospheric modelers have found using both the daily
value of the Ottawa 10.7 solar radio flux FIO and 81-day running averages of
FIO, labeled <FlO>, to be beneficial. The time assigned for <FlO> is the date
at the midpoint, day 41 of the 81. The physical reason for the benefit of
using these two terms is the following. The solar EUV flux involves emission
lines and continua, where some are emitted from the hot corona of young major
active regions, others are from the cooler portions of the hot corona, or
partially from the tenuous transition region between the chromosphere and
corona, or from the chromosphere. FIO consists of some emission from all.
three regions, where the large values at low activity (60 - 67 solar radio
flux units) come from the chromosphere and most of the time varying part comes
from the corona. The changes in FIO are similar in temporal shape to those of
strong coronal EUV lines, like Fe XV and XVI at 284 and 335 A, respectively,
because they originate mostly from similar source regions that are strongly
dominated by active region sources. Although chromospheric fluxes dominate
the net 10 - 1030 A flux, the percentage variation of coronal EUV flux is much
larger than for chromospheric fluxes so that both chromospheric and coronal
fluxes are important when considering temporal changes in the solar EUV flux.
Although chromospheric fluxes include variations from the same active regions
that emit FIO, the chromospheric portions evolve more slowly and persist much
longer than the hot coronal portionbs and the numerous small remnants of
active regions cause a stronger slower-varying component in the chromospheric
fluxes thain in F1O. Consequently, the ratio of long-term variations to short-
term solar-rotationally modulated variations changes with EUV wavelength ac-
cording to whether the emission is from the hot corona, cooler corona, transi-
tion region or chromosphere (Donnelly et al., 1986a,b). An 81-day average of
Fi1 removes the solar-rotational modulation and provides a slowly varying
function somewhat similar to the r.low variations of chromospheric fluxes.
Us;ing both FIO and <Fl0> allows FI1) to approximate the short-term solar-
rotational variations and <110> to fit the slower variations of the chromo-
spheric emissions. Using <FI0> with 40 days aft..r time t probably fits better
than <FI> averaged over 81 days before and including time t because the
slowly vwryIng chromospheric emisslons are more persistent, or are delayed In
time re_,lative tL the average of the faster evolving solar-rotational modula-
tion In FI0. For ex;ample, <FI0> based on 81 days in the past would have a
snmootljid solar cycle curve that precedes that of the chromospheric fluxes.
Now that the physical processes involved are clearer, better choices than
<1I10> ulioilid be Possible.

3. Differences In F(t) & EUV(t)

'T1h r e -ex a mples of how t0he temporal variatLon i of FIO dif fer from t. lioti;: of
,,n•] a LUV 1 'luxes art! I I sted bu, low. Ilhe- ref _,rencrvn to figures, pages or sec-
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tions are to those given in Donnelly et al. (1986a,b):

1. The ratio of long-term (years) to short-term (weeks) variations of the
solar flux varies according to where in the solar atmosphere is the source of

the emission. This ratio is highest for the cooler portions of the corona at
temperatures T of 0.5 - 2 x 10% OK, like that seen in the Fe XII line near

202 A. 1 sometimes refer to this part of the corona as the old corona,
because many of its features are long lasting. The ratio has medium values
for chromospheric fluxes, like that for the il Lyman beta line at 1026 A. The
ratio is a little lower for the strong coronal lines of 9e XV and XVI at 284
and 335 A, respectively, from the hot corona (T > 3 x 10 OK) and lower yet
for FIO (Fig. 8, a; Chapter 8, b).

2. Periodicity in the 13- to 14-day range caused by two peaks roughly half a
rotation apart in the distribution of active regions as a function of solar
longitude is as follows: (a) negligible for FIO and strong coronal EUV lines
like Fe XV and XVI at 284 and 335 A, respectively; (b) moderately strong and
peaking at limb passage for soft X-rays and weak coronal EUV line.-, iikc Fe
XIII at 202 A; (c) moderately strong and peaking with central meridian passage
for chromospheric EUV and UV fluxes and (d) strongest and peaking with central
disk passage for the more photospheric UV fluxes (Fig. 4, a; Chapt. 5 & 6, b).

3. During episodes of major groups of active regions, the solar flux rises,
peaks and decays (and somutimes rejuvlnates for a another round of activity),
while being 27-day modulated by solar rotation. This rise and decay tends to
be slightly shorter for Fl0 than for the strong coronal lines of Fe XV and XVI
at L 24 and' 335 A. T I i evoIuLtion is r olow;e r y.et for the chromospheric EUV
flux.es and the old cool coronal emissions, like Fe XIII (Fig. 3, a; sect. 3.1,
3.4, 3.5, 4.1, 4.3, 4.4, b; and Donnelly, 1987).

4. SERFS/WITS

The Solar Elect romagnetic Flux Study (SERFS) for the World Ionosphere-
"I .r osphre r,.Study (WITS) will attempt to improve estimates of the solar EUV
flux turnpared to the current practice of using FI0 by including additional
information from the n;oft X-ray and UV monitoring measurements described iii
Figure 1, gruound-based measures of chromospheric variability, and spatia]ly
r,r• ol; o1 mv-rd ea.urmon t s. WITS is sponsored by SCOSTEP. To participate in
SlIK:S, write to the author for more information.
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8.2

SOLAR FLARES AND THE SOLAR EUV FLUX

Stephen L. Keil and Donald F. Neidig
Air Force Geophysics Laboratory

Sacramento Peak Observatory
Sunspot, NM 88349

INTRODUCTION

This talk on solar flares and the following talk on the corona are intended to give a brief
overview of our solar activity prediction programs and how they fit into the problem of specifying
atmospheric density. The major concern of AFGL's Solar Research Branch (PHS) is to understand
the physics of solar activity and variability and to turn this physical understanding into a predictive
capability that can be used to forecast changes in solar emissions. We will very briefly describe some of
our ongoing work and future plans that have a direct bearing on solar emissions that serve as inputs to
models of atmospheric density and aerodynamic drag. We have concentrated our efforts on solar
flares, coronal structur- !rid evolution, and the interaction between solar magnetism and dynamical
processes, which must serve as the fundamental energy storage mechanism and trigger for solar flares.
To a lesser degree, we have looked at chromospheric variability and solar cycles in general. We
currently have programs to measure the daily variation in the integrated Ca II K-line spectra and in
several coronal emission lines. PHS has done very little work on specifying solar outputs (much of this
work has been done here at AFGL and at NOAA), our prime focus has been on understanding the
causes of flares and otiler forms of solar activity.

As the sun progresses from the quiet to the active phase of the 11 year solar activity cycle, the
number of complex magnetic regions which give rise to plages, spots, flares, and mass ejections
increascs. This causes a general increase in the solar EUV and UV emissions, and during flares,
enhances the emissions by a few orders of magnitude, as wcli as giving rise to enhanced particle
emissions and plasma outflow in the solar wind. The increased EUV emissions produces heating in the
earth's atmosphere which in turn causes it to expand outward. This can raise densities a- satellite
altitudes. The increased plasma outflow disturbs the earth's magnetosphere causing oscillations and
particle dumping that can also heat the atmosphere and increase densities at satellite altitudes. These
increased densities change the drag on satellites and hence their orbital parameters. Attempts to
modcl this density and thus the aerodynamic drag require the solar flux as input. Predictions of the
density changes will require predictions of the solar flux. PHS is developing new techniques that will
provide the increased solar prediction capabilities that will be needed as our reliance on aerospace
systems increases.

STATISTICAL FLARE PREDICTION

Several attempts have been made and are being made to develop numerlcal procedures for flare
prcdiction. These include regression techniques, multivariate discriminate analysis, and more recently
artificial intelligence and expert systems. Regression techniques have been developed by Podsiadlo
(and references therein, 1973) and Vecchia et. al. (1980). Vecchia et. aL use both discriminant analysis
and logistic regression. Neidig and Yuis collaborators have developed Multivariate Discriminant
Analysis (MVDA) techniques and MVDA techniques combined with a Cooley and Lohnes algorithm
(MVDA/CL) which I will talk about hert.

The MVDA techniques were developed and extensively tested by AFGL and are currently a
technical transition candidate to AWS. The technique uses a set of 10-30 input parameters, collected
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daily for each active region on the sun, plus the resulting flare activity for each active region on the
following day. Parameters include such things as magnetic classification, sunspot type, flare history of
the region, etc. The above data are used to "train" the program, i.e. to derive formulas that will
maximize the discrimination between the possible flare outcomes. The output of the program is the
probability that the largest flare in the next 24 hours will be of class none, C, M, or X. "Training" of the
program consists of classification of ca-h flare in terms of the input parameters, comparing predicted
outcomes with actual outcomes and developing a set of classification equations. Ideally, the
relationship between a given parameter and the likelihood of a flare would be linear, but often a
functional relationship is required. Redundant parameters are eliminated and a final program is
constructed. Once the program has been trained, input parameters alone are fed to the program in
order to produce a "forecast". As the program is used, the results of the predictions can be verified and
a list of significant parameters can be developed. Further refinem.ients of the program can then be
implemented.

How well the program will function depends on the quality and completeness of the input data.
As the program currently stands, it does as well as subjective forecasts. The table shows a comparison
of MVDA forecasts with conventional techniques.

Flare Forecasts
Comparison of MVDA with Conventional

MVDA
Observations Events

Forecast Correctly Overall
I Quiet- Flare I Total Accuracy Forecast Score

Quiet 1707 1 77 J 1784 J 96% 6
Forecast I I I

Flare 268 180 448 1 40% 70%

Event 1975 257 2232 85%
Total I ]-

MVDA/CL
Quiet Flare I Total

Quiet I 1829 111 1940 94% 93%
Forecast I

Flare I 146 146 292 50% 57%

Event I 1975 257 2232 89%
Total I I

Conventional
.Quiet I Flrg TotalI II

Quiet I 1754 I 98 1852 95o 89%
Forecast I I

Flare 1 221 159 380 4 42% 62%
I I

Eve.n! 1 1975 1 257 1 2232 8(%
Total j
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The best score in each category is shown in bold characters. The study clearly shows that the MVDA
techniques can produce forecasts that are generally better than subjective forecasts. The major
problem encountered in implementing the program for actual forecasting has been the incompleteness
of the data basc, caused by weather, down time, loss of obsering facilities, etc. The program has been
implemented both on main-frame and PC computers. The advantages of using the MVDA program
for predicting flares are that it is fast, objective, and the accuracy improves as the quality of the data
base improves. The MVDA also allows beginning forecasters to achieve skill levels that only
experienced forecasters could previously reach. Indeed, programs such as the MVDA and expert
systems provide a means of keeping corporate memory in organizations like AWS which have rapid
turnover in personnel.

PHYSICAL MODELS

Empirical models for the conditions leading to solar flares and for the energy content of flares
are based on observations of magnetic fields in active regions. Two such models undergoing
substantial observational testing include emerging flux models and models which measure the shear in
magnetic fields. In the former models, the emergence of new magnetic flux into regions already
containing considerable flux can trigger the annihilation of flux tubes and release of magnetic energy.
In these models flares are caused by field reconnection, field relaxation and simplification.
Observations supporting this type of model include magnetograms showing emerging flux, or
migrations of flux loops leading to interaction. The line PHS has been investigating is the build up of
shear in magnetic regions.

There is a substantial body of evidence both observational and theoretical that supports the
relationship between energy build-up and storage in sheared magnetic fields and flare production.
MHD calculations that start with a potential field and then introduce motion of the footpoints of that
field indicate that shear will build up to a certain point and then reconnection will occur, releasing
energy and accelerating the local plasma. Models for the amount of stored energy have been
developed. Flares have been observationally associated with sunspot motions, fibril geometries that
indicate shear in the magnetic field, and with measurements of shear in vector magnetograms. We are
currently working to develop a set of shear index parameters that can be observed using the current
Solar Optical Observing Network (SOON) system and incorporated into the MVDA program. In the
future we plan to develop a vector magnetograph for incorporation into the SOON system and to
provide advance MHD models that will provide insights on critical shearing velocities and conditions of
instability that can be used to refine the observational parameters. This work should lead to an
accurate .dhort-term (about 3 hour) forecast of solar activity.

FUTU RE EFFORTS

As mentioned above, we will be developing better parameters for use with statistical flare
predictions, These include vector magnetograms, flare shear indices, and uses for soft x-ray images
that w;ll be provided by the Soft X-ray Imager (SXI) on GOES. We are also attempting to collect
better data for the develop (of physical models of active regions. Projects in this area include a joint
effort with the NS() and IIAO to develop stokes polarimetry and Ihe SPO Tower Telcscopc,
development of high rcsolution vcctlor magnctographs through contracts with NASA and APL, and the
dclvelopincnt ol'a payload for high resolution solar imaging in visible and XUV wavelengths (SAMIEX).
Finally, we p!an to devote somec (of our contract and in-house efforts to the development of better
thcoretical MIlD models.
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8.3

Ground-Based Solar Coronal Observations
As a Possible Input to Atmospheric Models

Richard C. Altrock
Air Force Geophysics Laboratory

National Solar Observatory/Sacramento Peak
Sunspot, NM 88349

The solar corona is the source of transient and slowly varying phenomena that can
affect the upper atmosphere of the earth. Among these phenomena are flares, mass ejec-
tions, high-speed solar wind streams from coronal holes, and high-energy ionizing radia-
tion from both the background corona and coronal active regions and streamers.

At the Air Force Geophysics Laboratory's Operating Location AC (Sacramento

Peak Observatory, NM), the Solar Research Branch of the Space Physics Division (PITS)
operates a program to patrol for the above sources and to perform research designed to
improve our understanding of the interaction between the solar processes and the terres-
trial consequences. Instrumentation includes the largest coronagraph (which produces an
artificial eclipse that allows the corona to be imaged) in the United States, a smaller coro-
nagraph, filters (including one which removes effect of scattered light from the atmo-
sphere) to isolate various coronal spectrum emission lines, spectrographs, and photo-
graphic and photoelectric detectors. The scattered-light compensating filter and sensor
can detect emissions as faint as I.E-7 of the brightness of the solar disk in lines of Fe XIV,
Fe X, and Ca XV, which are formed at temperatures of 1-3 million degrees.

Data from th-" above systems can be used to calculate an estimated flux from the
corona. Preliminary comparisons of this flux with measurements of the 10.7 cm solar flux
indicate that the visible coronal flux may be a suitable predictor for 10.7 cm flux (which is
well-known to have an [indirectl effect on atmospheric density). Although based on the
assumiption of a static, non-varying corona over a two week period, the visible flux has the
advantage of spatial resolution, which allows the effect of coronal enhancements appearing
at the East limb to be projected for the ensuing two weeks of disk passage. The flux
values are provided to AFGWC, and efforts to produce an algorithm for prediction of
F10.7 are continuing.

Coronal Holes (regions of low coronal density) are well-known to be long-lived
sources of high-speed solar-wind streamns, PHIS observations of the Fe XIV corolla include
i.iforniation about the location of these sources. Daily full-disk maps of the Fe XIV
corona showing the location of coronal holes are produced and telefaxed to U.S. space
forecasting centers. Future plans for these data include an algorithm to forecast solar-
wind increases at the earth due Lo coronal holes, which affects upper-atmospheric density.

Observations of 3 MK Ca XV radiation are also taken each day. Previous studies of
this radiation have shown that it appears only over active regions that have a high proba-
bility of energetic flares. Spatial and temporal information about the presence of Ca XV
is provided daily to space forecasting centers, Forecasters there utilize this information in
du(1,1rrininiig the probability of flaring from the underlying regions, which is the source of
elctrorriagnetic and particle radiation that can heat the upper atmosphere. Future work
will inrlude attemtpts to quantify objectively the indirect effect of the presence of Ca XV
radiation on flare probabilities (and henc c n atsuo,,.ph•pr.c ,t•,,,.g.

Previous work on satellite drag has established a correlation of uncertain origin
between Fe XIV visible estimated coronal flux and anomalous drag B (inferred residual
drag after modeled effects are removed). The arrazngement of coronal enhancements and

S - Ii



holes on the sun at the time of the study of Skylab reentry, along with the lag between
central-meridian passage of solar phenomena and maxima of B, appears to implicate a
coronal streamer (high-density, low-velocity stream) as the cause of variations of B.
Further work will be required to establish the reliability of this explanation. If correct,
streamers may be a major source of variations of B.

Ground-based coronal observations will continue to provide useful input to monitor-
ing of solar processes important to studies of satellite drag for several years. Only if pro-
jected space-based systems such as the Solar Mass Ejection Imager (SMEI) and the Solar
Activity Measurements Experiment (SAMEX) become a reality will the usefulness of the
ground-based data become questionable.

8 - IL



8.4

TAKING THE FIRST STEPS IN REAL-TIME EUV MONITORING FOR DRAG:
THE SERIES OF USAF-NOAA SOLAR X-RAY IMAGERS (SXIs) ON GOES

William J. Wagner
NOAA/Space Environment Laboratory, Boulder, CO 80303

Abstract. Real-time 255 - 300 A whole-Sun flux data at high cadence rates will be
available for input to neutral density models after launch of the USAF-NOAA Solar X-
Ray Imager. It is expected that SXI will contribute significantly to reducing the
losses due to drag and orbital decay of both NASA and DOD space systems.

1. INTRODUCTION

We will no longer lack extreme ultraviolet (EUV) data for use in our models in
forecasting satellite drag. The National Oceanic and Atmospheric Administration and
the U.S. Air Force have agreed to install and operate a series of Solar X-Ray
Imagers (SXIs) on the NOAA GOES satellite at geostationary orbit (Wagner and
Mulligan 1987). These sensors will provide whole-disk images of the Sun (Figure 1)
in two soft X-ray (8 - 20 A, 20 - 60 A) and one EUV (255 - 300 A) bands. The data
will be delivered continuously in real time to the NOAA Space Environment Services
Center and the USAF Space Forecast Center at rates up to one image per minute.
These images, with moderate spatial resolution of 5 arc-seconds per pixel, will be
archived at NOAA's National Geophysical Data Center. Launch schedules of the GOES
are determined by the need for NOAA to maintain a two-satellite operational system;
thus, the first SXI will be in orbit sometime after late 1992.

2. PLANS AND INSTRUMENTATION

The operation of SXIs installed on NOAA's GOES satellites (Figure 2) will
upgrade space environment services in a number of areas (Mulligan et al. 1987).
These include the predictions of 1) solar energetic particle events at the earth
(USAF Scientific Advisory Board 1987; Hirman ]v' , 2) sporadic and quasi-recurrent
geomagnetic storms (Wagner and Heckman 1985), and 3) anomalous satellite drag due to
EUV thermospheric heating. The latter capability, of particular concern to this
Workshop, will be accomplished by creation of a full-disk flux index derived from
the SXI EUV images.

In addition to monitoring EUV rddiant flux for input to drag models, the SXI

will also aid in the determination of the heating uf the atmosphere which is caused
by gfomagnetic storms. The location of X-ray coonal holes ind the details of their
Pvnliitinn and .hanp will reveal hinh rnied $fro.irnc in the srol~lr wind structure.
Long-duration X-rdy events, believed to mork the launch of coronal mass ejections
toiiard the indgnetosphere, will also be detected. Images and EUV flux measurements
rnIadP through the 255 - 300 A i ltcr w;,, 71 wju rt6 -'_ u '., ,,,-, stablished
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proxies, Ca II, He I, and 10 cm radio.

Previous grazing-incidence Welter
type 1 X-ray telescopes flown on NASA's
Skylab/ATM servp as the technical model
for the SX1, whose top-level design is
shown in Figure 3. A thermal pre-filter
shields the optical surfaces and detector
from particulate contamination and
undesired light of wavelengths longward
of about 350 A. A commanddble rotating
wheel will carry a selection of
filters (and their backups). Presently,
published reports indicate that the band
255 - 300 A best correlates with observed
satellite drag. Nominal plans call for
SX to monitor in this range. The strong
He II 304 A line will be avoided (Hedin Figure 1. TIe Sun in soft X-rays.
1984); however, the USAF and NOAA are
eager to receive advice on the final definition of this EUV channel.

S/ /'Although SXIs will provide a whole-
Sun flux mpasure integrated over a

, " •. passband rather than detailed spectral
•'-. s,• inlformation, the band selected (255 - 300

000 •,I ST 9,oAA __3 ý) appears to be the best choice for Orag
effects (Robl? 1987). No end-to-end
absolute radiometric calibration will be
available in orbit, but any sensitivity
changes are expected to be gradual and

uniform with time and thus amenable to
periodic checks by other space

~c , ,instruments. Tne CCD detector itself
will be regularly calibrated onboard in a
visible wavelengLn band.

\ --

Accurate ssatllitu draq forucsts
can save the nat ion real money. In the
Civil sect.or, thu Chailccior OCidentt is

Figure Z. SX, d wa 1ill be• sent i 1hrid us and the pdJLUC progrdln i s
in rea l time to the USAF Space ass,JITId o ibC ;iIovinu dO, in. Yet we stnd

* " -• . . .. . . • .. ,,rAA C.-.... r *. .... ,, I zj,ri
Fui C~d5L,t~IL• rI,, ,t iuv- -a~~ " t rp'-ien t. r a

Environment Survicc C,-nter from suu(_ess inr of resources sou(_h jý tht Long
the GOES in geosynchronous orbit. Duration Exposure Focility (a bot 1989)

and the multipIH fossion bus carry-ing the
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Solar Maximum Mission (about
1990). Worries about enhanced -,. . . .
drag in the coming solar cycle .... -'.

maximum may keep the high-
profile Hubble Space Telescope -I

in storage (at $7 M per ... • -------- "

month). The situation today is . 4 L ' .

reminiscent of 1979; at that

time we were surprised by the
rapid orbit decay of our first

space station, Skylab. Today, Figure 3. Schematic drawing of SXI

however, the SXI represents a

positive action taken to help avoid these sorts of crises in the future.

For the U.S. Air Force, with cxrtain of its vehicles passing through still

lower altitudes, the financial and national defense costs may even exceed those of

NASA. Clearly, the importance of monitoring the inputs and forecasting drag by

improved models deserves our best attention. The USAF-NOAA SXIs will be the first
steps toward drag forecast capability with on-going real time EUV input data.
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8.5

SOLAR ACTIVITY MEASUREMENTS EXPERIMENTS (SAMEX)
on the

HIGH RESOLUTION SOLAR OBSERVATORY (IIRSO)

H RSO/SAMEX

Stephen L. Keil and Donald F. Ncidig
Air Force Geophysics Laboratory

Sacramento Peak Observatory
Sunspot, NM 88349

INTRODUCTION

The Sun is the source of Geophysical disturbances and it controls conditions in the aerospace
cnvironment. Space is rapidly becoming a new theater for DoD operations. The DoD is planning a
very large investment, perhaps $1,C(X)B in systems that may be degraded or destroyed by solar radiation
and particle emissions. Planned polar missions will pass through areas of the geomagnetic atmosphere
that arc especially influenced by solar emissions. Presently, thý,- Air Force does n(et have tile data base
nor techniques needed to provide adequate predictions and warnings of solar activit, Much of these
data can only be obtained from space-based systems. Yet there are no new planned missions to tackle
the problem of solar flare and activity prediction. HRSO/SAMEX is proposed as a joint NASA/Air
Force mission that will fill a critical role in providing data required to specify the space weather ("lay of
the land") in which DoD will be operating.

IIRSO/SAMEX OBJECTIVES:

To build and fly a satellite payload that will provide the solar data required to develop accurate solar
activity forecasting techniques and to provide proof-of-concept for high spatial and temporal resolution
solar monitoring from space. Currently the, reliability of solar forecasting is about 50% for large flares
and relies heavily on statistical models. Tc increase the accuracy and timing of these predictions, better
physical models of active regions arc requited. HRSO/SAMEX will provide high resolution
measurements of solar magnetic fields as they develop and interact with convective motions on the sun
leading to solar activity. These data will then be used to develop physical models that can reliably
predict the time, location and intensity of systems-d&grading, solar emissions.

RELEVANCE AND PAYOFFS FOR DOD OPERATIONS:

The sun is the principal modulator of conditions in the aerospace environment. Some examples of the
effeces of this modulation include:

a) Communication outages. Example: On 25 April 1984 a white-light solar flare disrupleCd
communications with Air Force 1. Such outages can lead to loss of control of strategic
bombcrs, tankers, and other 1)o)D assets.

b) Microclectronic failures. Example: The GOES satellite failed on 26 Nov 1982 foll)wing it
solar flare; numerous other satellite anomalies occur as a result of solar activity resulting

• ~ ~ ~ r c1 n" .. . C, in gl al 1'.lll Cl. I.h •,, - I I it 11,.I "Ir . 3.
1. W10 1 tIULIt U L It.

c) Radar Interference. NORAI) reports 2 to 3 cvcms per month which can lead to fatlsc
alerts and miss identification of radar signatures.
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d) Satellite Drag. Early de-orbiting of Skylab and other satellites. Solar activity leads to a
marked increases in the number of errors in satellite orbital information and decay of
orbits.

e) Spacecraft charging. Bit flips and power outages. Example: TDRSS pointing errors result
in loss of data.

f) Astronaut Hazards. Vieolent solar activity can be fatal to military astronauts in polar
orbits due to high energy particle flux.

It one car, predict when and where solar activity will occur on the sun, and to what extent a particular
solar event will lead to geophysical and near-space disturbances, then DoD commanders and plhnncrs
can both mitigate and exploit space weather. Accurate solar forecasting will make a major contribution
to the survivability of space assets, C3 1 systems and space operations. A successful joint
HRSO/SAMEX mission will lead to this vastly improved forecasting at a great savings in cost and
resources for both NASA anti the Dot). The mission will establish the feasibility of space-bascd solar
prediction.,, and monitoring and will provide data to meet Air Force and NASA science missions.

Air Force Space Command, MAC, NORAD, and other Air Force and DoD commands have strong
stated requirements for the ability to predict solar activity and variability. These requirements are
clearly specified in AF SON 93-1 and arc needed to support AF systems such as C31, SAC S-77 Iligh
Frequency Communication, NORAD, DMSP, NAVSTAR, SAC C2, TAC (OTH-B), LJSREDCOM,
DSCS, and FLTSATCOM/AFSATCOM. The Air Force Space Plan and the MSSTP specify the
requirements for the characterization and prediction of solar particle events. These documents also
state, the rcquirem,:nt for the utilization of military astronauts in space who will be subjected to scvcrc
and '.pitentially lethal radiation ha'ards produced by the sun. Project Forecast I! ident ifics at least
three systems that will nccd accurate solar forecasts for opcrations planning: PS 40 - Space Object
Identification System; I'S 24 - Advanced Heavy Lift Space Vehicle; and PS 32 - Space-based
survcillancc. Solar radiation presents hazards to advanced electronic systems (SDI, etc.) that arc
operating in the near-earth space environment. Accurate predictions of activity wiHi pertait opuratonis

these systcms to mitigate its impact. Tnc rapidly cxpanding role of space in the conduct of the Dol)
1,hissio.i, makes crucial the accurate prediction of sevcre solar disturnances.

WIlY SI'P\L-BASEI) OBSERVATIONS ARE NEEDEI):

Solar aclivity originates in the intcraction of solar magnetism with convective motions in the solar
at rnosphlci. All hcights in the s,,lar atnmsphcrc play a role in storing energy and in triggering the
relcase of tat energy In solar aclivity. Much of Ihe. interaction between the magnetic fields and solar
momio, nstalles ]lacec on very small spatial scales both over long time periods (during the build-up phase
i iot ti, solar activity) and at very rapid rate.,, (dui ioig the triggcring an-d release phase). S.lar research

h1i, 'Jd to [he' Iccognition that the solution to the solar activity prediction problem lies in high spatial
icsolut in obscrvations of magntcic and velocity fields over a wide lange of heights in the solar
atmi:,phcrc reocr niany diffe-rent time scales.

Nmch o•l le stilt r activity that afccts Air Force sv!,tems can be observed o.nly in solar ultra voict and
\-ray crv ,.ssion. which (10 not rlcrtctrale through the earth's atmosphcre and must therefore be
Twiiemrcd frtin saelclites.. (; mond-ba,cd obser ing networks arc further limited by wcathcr, nighl-
time inr u[lti,,ni', poor obscrving localtons duc to intcrnalional political considerations, and imagec

Itt.li, lagc quality' is scvcrcly limitcd by the carlh's atmosphe re which causes both image ni ii tin

and titriing. 1hc •olar li.lciro-(O)pi cal Nctwork (SEON) provides low to medium imiagc quality and
, -'r ". I' c .tIhII abott X()"' of thc time. ,ý-i()N is an operational, not developmicntal system.

"I hcieh,:C, Whilc SON d(iia arc of sotuf!cnr qnicuily to monitor thet occurrcncc of solit t-vcnts, they aid
.;: in -III.. ....... (.. .... .. .( ..... " c," rth" "h '. acc. rac of forecasts has changed littlc

()%,'< te eiht_',l ycrn, S-)N hits beCn operational, and reniains at about 50'%;. for largc flaics (k,th i a 24
h-liIat d



'BACKGJROUJND1 OF H RSO/SANIEX CONCHPT:

Thc Solar Activity Measýurementsý Experimients, (SAME'X) Vs a piyload dcfiorid by the Solar Resea~rch
Branch of the Air Force Gecophysics Laboratory that has been submitted t~o the Space Test Program,
SAM LX is designed to fulfill the needs and requirements, of the Al /lDoJ for accurate and tlimlyc solar
activity forecasting andI Space Weather specification. SAMEX consists of at high-resolution (01.5
arcsccond) vctlor niagrietograph fori following the (c~lopei nprie of miagret ic Fields and the build- up o
energy in activ regions in thL solar p~h(,otophcrc, a 0.5 arcsecond H -alpha ninager for measuiring
as~sociatcd structuores and fields in the chiioniosphure, and it high-rusolution (0.5- 1.0 arcsecond) soft X-
ray/ext renl ultraviolet (XIJV) imager for meatsuring coronal structures and loops overlying active
regions. SAMEX differs from all previous and proposed missions through (1) its. combination of
instruments, that can silo ulianeoul.,V Mte ;-11 hecights in the solar atmnosphere and (2) its obji etie of
high-spatial tesolution, not only for photospheric magnetic fields and mnotions, but also in at number (4
selected XUV linies that will reveal the: fine-structure of mnagnictic loops in (he corona and
chromosprhere thit control the cncrgc~ic release of energy in flares and mass ejections. Thuis, SAM LX
will tirovide information onl the build-up and releasec of energy through solar activity processes. atl all
heights ]in the soflar ;itmosphctc and will provide the data required for de~velopment of ý.o!;tr predlic! ion
Icch niq uc s. SAIMFLX is propo~sed ~is an e~xtendeld mis!sion capable of following the dcvulopnient oI
active regions ovecr long pcriodls.

'The Hiigh Re s rohtimn S( dat (ibservatory (Ii IRSO) kis NASA project with a miiajor goal oif obt ai ii ri
very high-spatal resolutiion ni e~isu rerent s of solar velocity and] magneitic fields in the solar
photospherc and chronrorphere. The proposed. in'siruritertation foir iIIRS() includes. a one-menter cl&,.s
te~lcscope feed~ing at tuiA~lcl filter sVystem- capable oif measuring polari/ed light in very narr~ow spectral
bands using at (C'l camera systemn, a filitr wheel for making broadband images in 11-alpha and several
ollthet specti l 1 lines,ý and~ a spcctrogj tphi. All of these insti titneicits operiite at visible' 'sAvlei~glCVh.
I IRS() will have it spatial res.olutioni onl hl, sunl bctte., than a tuntil (if ai arcsecond aind tit1h fulil"1' 1k t
SAMI X resirlLutiArn reqrj:1lrCi1n1ni. It Is. pinmnud ito 'Iineh I IRS) ;v, a freeC-flyur fron1-1 'in eXlieiit~ldbiL
b~ooster on at I )elta or Titan vehicle. It will have, at lifetime of at east itireQ years and probabily l onjer,
NASA is, planning tio submitl t le I IRS()Or nissoii as a new start itt 1 -M,

COINCLUIO.J l NS:

1IR SO/SA lvi X will provide: thre datia required for doing the science. needecd to dcvi.01 Jr ccurate solar
aictivity algorilihnis and to deveClrq arn opel atiotiall calrabhilty for solar activity nionitortript. for the 1 )(11).
ii will lcadii ~in anh cmneco solair xiciene programi for both ii oi arnd N/S 'S wirire conse rv ingscr
resources for brothi Igerneics.
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8.7

ABSOLUTE EXTREME-ULTRAVIOLET SOLAR SPECTRAL IRRADIANCE MONITOR

( AESSI M )

W. H. PARKINSON AND PETER L. SMITH
Harvard-Smithsonian Center for Astrophysics, Cambridge, MA 02138

ABSTRACT

The solar extreme ultraviolet (EUV) flux, nominally 10 to 120 nin, is the
principal source of energy for heating the thermosphere. Upper atmospheric
neutral density models, which are needed for assessing the effects of atmospheric
drag on spacecraft design and operations, require the best available input
parameters if accurate, timely, and spatially-detailed nowcasts and forecasts of
atmospheric density are to be made. The Absolute EUV Solar Spectral Irradiance
Monitor (AESSIM) would consist of one or more EUV standard sources and a
spectrometer that would compare, in orbit, the solar output to that of the
standards. By this means, uncertainties about degradation of the spectrometer
detection efficiency could be eliminated and the solar EUV output would be
determined accurately over the long term.

1. TECHNICAL OBJECTIVES

The goals of the Absolute, Extreme-Ultraviolet, Solar Spectral Irradiance Monitor
(AESSTM') program are development and flight oi instrumentation for regular, long-term
monitoring of the solar spectral irradiance at extreme-ultraviolet (EUV) wavelengths
(nominally 10 to 130 nm). An AESSIM flight package would include several secondary
standards of spectral irradiance for the EUV and a spectrometer that would compare
the spectral irradiance of the sun to that from the standard sources. Use of the proposed
in-orbit standards would avoid the uncertainties caused by spectrometer degradation, and
the concomitant requirements for recalibration, that have plagued all previous measure-
ments of the solar spectral EUV flux.

2. JUSTIFICATION FOR THE RESEARCH

EUV radiation is the dominant source of energy for heating the thermosphere,
whose chemical composition and density vary with the solar EUV output. Satellites in
low-earth orbit experience variations in atmosoheric drag as the atmosphere expands and
contracts in response to the changing solar EUV output. The positions of navigation
satellites, the pointing of space-based weapons and of astronomical telescopes, and reentry
trajectories, of, for example, the Space Shuttle, are influenced by this drag [see other papers
in these proceedings and Davis et al. (1987)j. There is no existing or planned and
approved instrumentation for long-term monitoring of the solar EUV spectral irradiance
(Donnelly 1.987). As a consequence, models of thermospheric properties and processes
depend upon proxy representations of the solar EUV flux, such as the solar flux at 10.7
cm. Speakers at this Workshop, as well as those in Davis et al, (1987), have pointed out
that such proxy representations are no longer adequate. For the long term, a facility for
regular, accurate monite'ring thSfe Ppcrly eoTc slrEVIrAdinTi eurd
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The measurement requirements imposed by a desire for a comprehensive under-
standing of the processes and properties of the thermosphere have been stated by Lean
(1987): EUV irradiances must be determined with an uncertainty of, "a few percent,
a spectral resolution commensurate with the structure in the absorption spectra of the
atmospheric gases, and a temporal resolution of the order of the shortest time scales of
EUV irradiance variations (hours and days)."

3. TECHNICAL APPROACH
3.1 Measurement Strategy

Past measurements of the solar EUV spectral irradiance (reviewed by Lean, 1987,
and Schmidtke, 1984) and future broadband solar EUV measurements that may be made
by the GOES Solar X-Ray Imager (Wagner, 1987) or the San Marco D/L Airglow-Solar
Spectrometer Instrument (Schmidtke et al. 1985) have beep, or will be, limited in accuracy
because of indeterminable changes in the detection sensitivity of the apparatus when in
orbit: measured changes in signal cannot be directly correlated with changes in the EUV
output of the sun. AESSIM will differ from all previous such instruments for measuring
the solar EUV flux by incorporating newly-developed, stable, secondary standards of
spectral irradiance for the EUV. By this approach, which has become standard for solar
irradiance measurements at vacuum ultraviolet wavelengths (Brueckner 1983), concerns
about changes in instrument detection sensitivity can be greatly reduced.

3.2 A Standard of Irradiance for the EUV
Synchrotron radiation, usually from electrons in a storage ring, is the primary

spectral irradiance standard for the EUV. The radiometric calibration facility of the
PTB at the storage ring BESSY in Berlin, is the only laboratory equipped for the
calibration of other radiometric soui.es, in particular, of secondary standards such as those
in AESSIM (Fischer, Kiihne & Wende 1984). Two continuous sources have been
investigated as transportable radio-netric standards for the 1UV: the hollow cathode
l)anzmann, Fischer & Kiihne (1985) and the electron impact source (Rislcy 1.987; Ajello
1987). The latter is poorly matched, in the shape of its emitting region and in its
intensity to solar EUV irradiance monitoring.

Some tests by Danzmann et al. (1985) and Smith et al. (1988) have shown that the
P'rB hollow-cathode EUV source has a number of properties that, make it suitable for
calibrations in space:

" The laboratory vers.on ;-s very rug,,,ed:
"* About 25 lines, roighly evenliy-spaced in the wavelength range 10 to 130

nrn, appear to be suitable for ralibration:
"* Most lines are the expected strong lines of neutral or singly-, and doubly-

ionized, rare-gas atoms;
"• The lines arc comparable to solar 1'.2-V line imTensities wvhn the source

is operated with input power of 10 to 100 Watts.
"• Output from the larnp, which has been quantitatively studied from 13 to

59 nrm, was found to be: (i), stable to better than a few perceTit over tuMe
scales of liwirs; (ii), reproducible after a af,:nod of 1C(, monthls of irregnlar
use, and, (ii), uU1ci.anged after a period of '10 homurs of intosivye uis. [The
precision of these i1 asmirvi, n onts was 5 to 10 e rientý.

"* Gas coI0SUlmpt1lion rateI is abolut. I litrin (a).t on1e at uospheme pre(;surl) per hlour.

b - 5I
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Estimates of the resources required for calibration can be made by noting that the
sensitivity of the Harvard spectrohelioineter on Skylab degraded by a factor of about three
in the course of a 8-month mission (Reeves et al. 1977). If the AESSIMf spectrometer (see
§ 3.3) were calibrated every 7 days in a operation that would require about two hours, then
the average power required would be less than 20 Watts. 100 litres of gas (at one
atmosphere pressure) would be required for a one year mission.

3.3 An AESSIM Spectrometer
The AESSIM concept is shown schematically in Figure 1. A moderate-resolution

spectrometer, with both grazing- and normal-incidence gratings, pivots about its entrance
slit so that one of the gratings is illuminated by one of a number of redundant standard
EUV irradiance sources or by the Sun.

SV -HI )H'ME1 Ek R ) H'I Al tzý AI I ILJ I 1% 4A~ 41 ' li I
IN 0(14~k TO ILI.A MIN~A II, O)%( OF TI. I A40
CK ATIN0,b 1AITH IIADIATIo.N FlI:OM iIlk. oI: (l
FROM O•I O," TIHE STANDARD LAMPS

II'1_10W. 'AIIOI(M41 % Vi'. H" A S ND W VLII;i
IthALIANI III

I -I \

Figure 1. Schematic diagram of the AESSIM apcptromceter. The f/ .rrnber ,.t.,.vn iU about f/15; f/50
would be more than adequate for AESSIM.

AESSIA. would not, liave a tlescop-2 the ... c.. CeC S1t wovld form-11 a 'p 01ei 1
camera' image of the solar disk, convolved with the slit dimensions, on the grating.
Because the Sun subtends only 32 arc ruin (1/108 rad.), a high f/-number (e.g., f/50)
spectrometer with its concomitant, small aberrations, will be adequate. Pointing accuracy
of ±1 arc min would be sufficient. An aperture of 1.2 mm diameter in front of a
standard source at a distance of 129 mm froir the spectrometer entrance slit could be used
to calibrate the same portion of the spectrometer as that used to view the sun. The
sensitivity of the AESSIM spectrometer has been estimated from that of the Harvard
spectroheliometer on SKYLAB (Reeves et al. 1977). 500 counts sec"1 would be detected
for a flux of 109 photons cmn2 sec 1 onto a 250 iztn-diametct spectrometer aperture.
Actual count rates are expected to vary from this value b- about three orders (,f
inagnitudie depending ution the solar flux.
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Neither the AESSIA'fV spectrometer nor the hollow cathode EUV standard sources
requimr state-of-the-art technology. Weight and power requirements are compatible w~th
many orbiting, platforms being discussed. Thus, AE-SSIM represents- a low-cost, near-term
means of obtaining accurate, spectrallIy -resolved EUVI flux data for thermospheric studies.
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Summary of Oct 23, 1987 presentation to AFGL Ionospheric Physics
Division Workshop on Atino.•ph.erUii Density and _AeigdYnamý DK.a-q

MeiU_ f-r. A-ii EQxce OP~eiAt~ins.

The Geomagnetic Activity Outlook for 1987-1997 (Cycle 22)

Jo Ann Joselyn
NOAA Space Environment Laboratory

Space Environment Services Division
Boulder, Colorado

Abstract. As a consequence of various analysis methods that have
been applied to the circumstances of the recent solar minimum
(September, 1986), most estimates of the amplitude of sunspot
cycle 22 have been raised. If these new estimates prove correct,
geomagnetic activity is likely to equal or exceed that experi-
enced for cycle 21. In particular, two maxima are expected: one
associated with impulsive activity near the actual sunspot number
maximum (in approximately 1990), and one associated with coronal
holes during the declining phase (in approximately 1994).

Before discussing the outlook for geomagnetic activity, it
is necessary to review the sunspot predictions for cyclc 22. At
the 1985 NASA Workshop on Upper and Middle Atmospheric Density
Modeling Requirements for Spacecraft Design and Operations
(Euntsville, AL, November 19-21, 1985), it was generally agreed
that sunspot cycle 22 would be near average or below. However,
less than 2 years later, many predictions now call for an above
average cycle (see appendix 1, the most recent SESD advisory on
sunspot cycle 22, and the references therein). The implications
of the difference between a below average to an above average
cycle are significant, especially for satellite mission lifetime
calculations. What happened between November 1985 and early 1987
that changed the outlook so dramatically?

There are at least 4 reasons why it seems prudent to expect
that cycle 22 may be above average. Most of them are related to
the fact that the minimum of the 13-month running average of
monthly sunspot numbers is now reliably known to be September,
1986. (There is no doubt that cycle 22 is in progress: the
background level of the ten-cm solar flux has been trending
upward over the past year and on Monday October 19, 1987, the
Boulder sunspot number was 96 with 7 new-cycle polarity spotted
regions visible.) These reasons are as follows:

1. Cycle 21 was a short cycle (June 1976-September 1986)
and cycle 22 as developing quickly. Thc level of activity
iitOL -Uiua tniium and the rapid rate of r se of the new cycle
are both the highest on record (Mcintosh, private coIIimunicat ion,
1987). Both the McNish-Lincoln and NASA MSFC methods of cycle
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prediction (see the appendix) use the rate-of-rise in their
calculations: the more rapid the rise, the larger the peak.

2. The general level of geomagnetic activity has remained
high in comparison with historical values. For example, the
Sargent-Ohl prediction method uses the annual average of the aa-
index for the 3 years preceeding sunspot minimum as one of the
components in that calculation. Higher aa-indicies increase the
maximum anticipated sunspot number. Figure 1 is a plot of the
annual average sunspot numbers and the annual average aa-in[ex
taken from Feynman and Gu (1986). The data has been extended by
hand to include recent years and an estimate for 1987. The
recent aa-index values have maintained a relatively high value,
especially in comparison witth the data for years preceeding about
1930. The estintated annual average for 1987 is 17 whereas the
1965 minimum, the one that preceeded cycle 20, was 14.4.

3. Schatten and Sofia (1987) have recently published their
forecast of cycle 22 based on application of a solar dynamo
theory that employs solar differential rotation to transform the
Sun's polodial field into a toroidal field. They used the ob-
served macnitude of the solar polar fields during the recent
sunspot minimum and predict a smoothed maximum sunspot number of
170 +/- 25, which exceeds the maximum observed for cycle 21.

4. A periodicity of approximately 88 years is present in
analyses of sunspot numbers and in geomagnetic data as implied by
historical records of -urora [e.g. Feynman and Fougere, 1984].
Looking again at figure 1, this 'Gleissberg cycle' appears to
begin around 1900, and seems to maximize with cycle 19 in 1957-
58. Cycle 20 was indeed low, and by inspecting the successive
minima of the aa index plot between 1900 and 1965 one gathers
that geomagnetic activity is also obeying an approximate 88 year
periodicity law. However, the large cycle 21 sunspot maximum and
recent geomagnetic activity data are inconsistent with an 88 year
pattern. Therefore, attempts to use this periodicity in maKing
forecasts have been discarded.

How do predictions of the sunspot cycle impact geomagnetic
cycle prediction? Figure 2, reproduced from a report by R.J.
Thompson [19871 illustrates the correspondence between the sun-
spot cycle and the number of geomagnetically disturbed days over
the same time period. The geomagnetic cycle is characterized by
a double peak and the minimum tends to lac the sunspot cycli
minimum. For the cycles shown here (except for cycle 19) the
late peak dom"inates. This peak is associated with coronal holes
and recurrent geomagnetic activity. Durinc odd numbered cycles
the earlv peak, associated with significant solar flares, is
generally better developed than it is in the even numbered
cycles. The relative amplitude of the magnetic disturbances in
each phase can be seen in figure 1 and in figure 3, which is from
an historical study by Chernoskv 11966] usinc 80 years of the Ci
in dex. Ficure 3 shows that the mean amplitude of the early peak
in odd c-.cles if. comparable with the mean amplitude of the late
|• ½ak in -vŽen cvclles..
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So, given that most recent forecast-3 of sunspot cycle 22 are
for a mode ratl-e-to-large cycle very similar 'La cycle 21, what can
be expected for geomagnetic activity? The most straightforward
expectation is that the magnetic activity in cycle 22 will be
very similar to that experienced for cycle 21. Table 1 lists
the number of days in cycle 21 that exceeded the Ap index thres-
holds for minor, major and soverc storm levels. Approximiateiy
10% of all days were at storm levels (Kp of at least 5). We can
suppose that this will be true for cycle 22. Because 22 is an
even numbered cycle, the maximum number of disturbed days is
expected two or three years following sunspot maximum, or

Is approximzately 1993-4. However, the largest storms will likely
follow flare or filament eruption events and could occur at any
time during the cycle.

Table 1: the number of geomagnetic storm days in

solar cycle 21 (June 1976 - September 1986)

Ap >= 30 (minor storm) 417

Ap >= 50 (major sLcrm) 128

Ap >=100 (severe storm) 18

(Ap is a daily global measure of geomiagnetic activity as detvL-
mined by the In!stitut f. Geophysik, Gott~iriqen, P.R. Germany from
13 widely-spaC-d observatories lccated at arpproximatoldy 50
degrees geompagnetic latitilde. The tota) range of Ap is 0-400 in
unitS of7 2 nT.)

What factors would change this forecast? An C-xt.,--Trt~2 y
active cycle (an excessivfe numrber of X-class fla res and
especially proton flares) would likely result in a larqc- rx:71k in
geomagnetic activity roughly coinciding with the sunspot cycle
peak. This 'early' peak could even exceed the later peak, but it
would not necessarnily diminish it, Under these conditions therc

_ I U' LIPL , 11A-411 -Lt~v', UL Yt-o-~Iitd.11UL It:CU L VI Y

from 19903 through 1994 w~i-th the pos-sibi ity of a local minimrum of
a c -i vi ty, sepa ra tinqý thc- '-a rl y and ' lat'-' pea k s, i n 29 92. On
tht- other hand, if the sunspot cycle it: lot particularly active,
arid for some(- ýe son stabilize-, soon ne-at its presjent. l evel , w,.e
would exp-c--t a 3,11a3 Icr tctal n~umblker of oi-ys, at stormi level than.
for cycle 22, althoughi the, peak of the- recur rent phaFA: might be-
large anid possibly rrie<n of thit la ycar.;,', viz., 1973-75.

TO sualma r i ze, bcseit i~r; an eve-run c cycle-, -:ycl j22
naqriet~ic a'1 i vlty it;exece to ma;i n iz(e late, inl the, cvcl

Ca . 19 94) a rd- bie dul-ni nla ed by I ec ur r entI activi:1ty f orom I a go9C cotý onal
1,0 i (). hwvCr i a S Qd on 1pi Pc I r4c: i or' I 1I a nlode r- a IeLol Q e

anld .9C J-,s co ai c au be 1,1 iever e r' Ctc (Jfi I it L
;LnJ:I un -.d U e .1 21.
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Appendix: Solar Cycle Update

Reproduced from the I September, 1987 issue (SESC PRF 626) of the
Preliminary Report and Forecast of Solar Geophysical Data,
published weekly by the Joint NOAA-USAF Space Environment
Services Center, 325 Broadway, R/E/SE2, Boulder, Colorado 80303.
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SOLAR CYCLE UPDATE

The smoothed sunspot number eached a minimum of 12.3 in September 1986. Recent numbers
have been sufficiently large that it is unlikely that a lower number will be observed in the coming

months. Assuming that September stands as the minimum, we focus on the question of intere•t: the
size and shape of the new cycle -- designated cycle 22.

A conservative prediction at this early- point for cycle 22 is for a mean cycle, having a peak smoothed
number of 106, shown as the mean of cycles 8-21 in figure . (Coffey, priýate cenrnn•icatlon).
Most analyses use data starting With Cycle 8 (beginning in 1833) because of indizations that the older
data either are of a different statistical population (McNish and Lincoln, 1949) or of a leýser quality

(Eddy, 1974).

For users who need a more specific prediction, we include several recently published forecasts.
Reviews of long-term prediction methods are given in Mcintosh (11979) and Brown (19!4ai). We
ha,-e selected three of the general methods described in the reviews and provide representaiove
predictions given by each. From these, we can arrive at some indication of the range of possibilitiWs

for cycle 22.

.1,N.thod one is the use of direct or indirect observations of the solar magnetic field, made late ii one

solar cycle to predict the sunspot number in the ensuing cycle. Brown (1974) and Ohi (1976)
suggested methods that correlate some measure of geomagnetic field activity near solar minimum with
the peak sunspot number of the following cycle. The assumption is implied that the terrestrial field
variation is dominated by solar field variations. Sargent (1978) used a variation of the Ohl method to
predict a maximum smoothed number of 156 for cycle 21. The observed value was 164.5. For cycle
22, the Sargent-Ohl method predicts 118.6. Using the observation that sorting the cycles by odd and
even numbers provides two sets of typical profiles, Sargent obtained the curve in figure 2 by
averaging even cycles in the modern era and adjusting the result to the predicted maximum of 118.6.

Other predictions u~inn this general method are listed in Table 1.

Table 1. Predictions of Cycle 22 using observations of solar magnetic field parameters of the

preceding cycle.

Author(s) Predicted Smoothed Date of
Sunspot Number Maximum

Brown 120
Kane 185 1990
Sargent 118 1991
Schatten & Sofia 170 1990
"Th nrn n (i9

Another well-known method of prediction is comparison of the early phase of the new cycle to the
average behavior of past cycles t(, establish a trend for the new one. A venerable technique is that
of McNish and Lincoln (op. cit.) whose prediction for cycle 22 , sho•wn in figure I, with ýmoothed
monthly maxima of 136 in December of 1989 and February of 1990. AAn updated McNish-Lincoln
predictior is publis.hed monthly in Solar Geophysical Data. Prompt Reporns. along with 90 percent
ciiiiidence limits. The McNish-Lincolri method is most accurate when limited to predictions 12
months ahead, but for comparison we note that the method at this relative ti-c in the last solar cycle

predicted a maximum of 141 for tl at cycle. A maximum of I b4.5 was stsh',equ, tl obsers ed ihe
NASA Marshall Space Flight Center S',sterns Analysis and Nttegration I ahoraniry at Huntsville,

Aliharria use, a comparison of the current soiar cycle to past cycles, o predict a smoothed Enaximuni
10 cm radio flux When their number is converted to an eouivalent smoothed sui)sn)ot inumber, it

a siiioohed maximum number of 17>1 Table 22 tabulates publishd pieiriut rn•iade with the
c cle c otip~ir so; tec hniique

SLSC PR.f- 626 01 Seplember i
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Table 2. Solar cycle predictions made by comparing the new cycle to past cycles.

Author(s) Pr(dicted Smoothed Date of
Sunspot Number Maximum

McNish & Lincoln 136 1990
Marshall Group 172 1990

As we move further into the new cycle, additional observations will allow refinement of the
predictions made by the cycle comparison technique. The McNish-Lincoln technique essentially
depends on the ordering of the cycles according to their rate of rise. Because of this ordering, the
error bars begin to narrow through the period of rapid rise of the cycle. We expect these conditions
to be met in the next one to two years.

We include a third set of prediction, that use what are termed "secular techniques." These methods
project future solar cycles on the basis of long-term periodicities that may exist in past cycles such as
the observation of an 80 year cycle by Gleissberg (1942). Wilson (1984) provides an extensive
discussion of the characteristic rise and decay times and maximum sunspot numbers of past cycles
including the identification of longer period variations superimposed on the eleven-year cycle.

Table 3 Cycle 22 predictions made using secular behavior of past cycles.

Author(s) Predicted Smoothed Date of
Sunspot Number Maximum

Wilson 107 1991

Most operational applications using solar cycle predictions require lower and upper confidence
limits. For the present time, we suggest that reasonable limits are the lowest and highest cycles
observed in the modern era. The Lwo limiting cases, Cycles 14 and 19, are also shown in figure 1.
Users are left to calculate their own confidence limits with the information that these are the
extrema in 14 good cycles of observation.

At the time of Brown (1984a), there were already 31 reported predictions for solar cycle 22. As
noted in his review, after all the predictions for a cycle are acctumulated, predicted maximum
numbers typically range from extremely low to very high. We have endeavored to use recently
published predictions where the record of the method can be evaluated for past predictions. We
apologize for omitting undoubtedly worthy techniques.

From these predictions. we conclude:

I it is too early to make a consensus forecast with small error bars.

2. The most probable cycle maximum will be average or higher.

3. Users who need worst--case predictions may make use of the maximum value of cycle 19
and the minimunm of cycle 14. They need to calculate the probability that the new cycle may still
exceed one of these limits.

4. Users who need prediction, with legiutmate small error bars need to w.ait for more
observations. As the new cycle progresses, the additional data points allow the prediction to be
refined by comparison.

We warn that the prediction of solar cycies ;s inexact and that wide error bars should be assumed.
NOAA- ,--ucu cs-,-..... cf ,-he ri-ýa .. cf theseo ,,redc!.A,rnc Regula~r pat

,Aill he provided in thi- publication.

SI: S IRF (2t8 01 Sep-erbt'r i4
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Figure 1, Observed and Predicted Sunspot Numbers from the McNish-Lincoln Analysis
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MAGONNSPIM I

Nelson C. Maynard
Frederick J. Rich

Space Physics Division
Air Force Geophysics Laboratory

IanscomAlFB, M1 01731

The space environmient sensor complement on the I2ASP satellites is
capable of continuously monitoring the total energy input into the high
latitude regions from both particle precipitation and from Joule heating.
'lvo sun-synchronous satellites in dawMn-dusk and near noon-midnight orbits
provide four different local time cuts through the auroral region in each
hemisphere every 100 minutes coupled with the associated polar cap
crossings. The energetic particle detector (SSJ/4) determines both the
electron and ion precipitating fluxes in the 30 ev to 30 key spectral range
from which the total energy input can be determined as well as the
conductivity in the ionosphere resulting from these sources. The
magnetometer (SSM) measures the changes in the magnetic field frrnwvhich
field-aligned currents can be calculated. The thermal plasma instrument
(SSIES) monitors the electron density and temperature, and the ion density,
temperature, variability and drift. Thlie SSIES instrument through its ion
drift measurement will provide the first continuous monitoring of
niagnetospheric electric fields that are imposed on the high latitude
region. The first SSIES instrument was launched on the F8 satellite in
June 1987 and will be included on all future IMvISP satellibes. The SSvi
instrtunent will become operational in the early nineties starting with S12.
'lTle Joule energy input can be determined from a combination of the
conductivity calculated from SSJ/4 and either the field aligned currents
from S.3% or the electric fields determined from SSIES. Tflhe instrument
complement provides critical input drivers for thit Magnetospheric
Specification Model, under develotnent for operational use by Air Weather
Service,and will provide real tie-e nD-Onitoring Uf the high lati tude energy
inputs and convection driving forces critical to dynamic density nodels.

Hligh latitude convection patterns depict the nu~tion of ions resulting
fromnrignetospherically generated electric fields. niapirical nnndels are
now available xwhich describe the changes in the patterns imposed by changes
in the interplanetary magnetic field. tleppner and Maynard (1987) show that
in addition to the change in the position of thc nixinmum convection in the
polar cap from the dusk side to the davn side as the ;nterplanetary
ntignetic field y component changes from negative to positive, the direction
of the flow across the polar cap changes significantly. Since ion drag is
the principal driving force for F region neutral winds, the winds will vary
conside rably with changes in the interplanctary miagnetic fie!d. Distorted
,vw) cell vatterns, as opnosed to. three and four c I nItr tprn nrq o.)"

proposed for the high lati tude region, have been derived for \Oion the z
interplanetary component changes f rom negative or weakly positive to
strongly positive. For both polariti es of the interplaneta.ry magnetic; y
component, the evening cell rotated into or around the davn cell causing
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the distortion. The choice of convection patterns in thermospheric density
mrdels is critical in that not only are they a principal driving force in
the F region, but they also affect the Joule heat dissipated in the
ionosphere.

The Heppner and Maynard patterns have been put in analytical form by a
spherical harmonic fit using Legendre polynomials. A t-wlfth order fit was
found to be adequate to describe the basic patterns. The resulting
analytical expressions can be used directly inmodels. For instance, by
combining the electric field model with a similar spherical harnonic fit to
conductivity data based on average particle precipitation and including
conductivity resulting from direct solar input, the horizontal currents can
be calculated. Field aligned currents can then be determined by requiring
that the divergence of the current be zero. The resulting field aligned
current patterns are a good match to the patterns of lijima and Potemra
derived fra nmgnetormeter data from the TRIAD and NMj3SAT satellites. The
region I and region 2 patterns are clearly discernable with the observed
overlap in the midnight and noontime regions. Height integrated Joule heat
can also be determined. The results indicate that the Joule heating peaks
in the pre-dusk hours. A secondary maximumn exists in the midnight region

vAen By is positive.

MAethods of using IMP SSIES ion drift data to determine and scale
,convection pattern size and shape are in progress. Methods of combining
phys.ical models with empirical models utilizing the strong points of each
will soon be integrated into magnetospheric models. Better self-uousistent
electric field models will be important for future rmdel inpro;eetnts.

14]
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PARTICLES AND JOULE ENERGY INPUT

F. J. Rich
M. S. Gussenhoven

Space Physics Division
Air Force Geophysics Laboratory

IHanscom AFB, Massachusetts 01731

The input of energy to the high latitude ionosphere from the magnetosphere is important to the dy-

namics and structure of the upper atmosphere. Energy deposited in the ionospheric E-layer is transferred

to the thermosphere. After solar UV radiation, particle precipitation and Joule heat represent the major

energy input to the high latitude ionosphere and, in turn, to the neutral atmosphere.

The energy input to the high latitude ionosphere from particle precipitation has been extensively sur-

veyed by AFGL using data from the DMSP satellites, by NOAA using data from the NOAA/TIROS satellites

and by others. In particular, Hardy et al. (1985) and Gussenhoven ei al. (1985) have given detailed maps

of the energy flux of precipitating electrons. The AFGL surveys include all precipitating electron from 30

eV to 30 keV. It is generally assumed that precipitating electrons with energies less than approximately 500

eV deposit all their energy above the E-region, and only energy deposited in the E-region is transferred to

the neutral atmosphere. Based upon this assumption, Hardy et al. (1987) have calculated average height-

integrated conductivities due to precipitating electrons. It has generally been assumed that precipitating

ions are not important to the energy transfer because the number flux and energy flux of ions are one to three

orders of magnitudes less than the electron fluxes. While this is true much of the time in most locations in

the high latitude region, the precipitating ion energy flux can be approximately equal to or even exceed the

electron energy flux. This is especially true along the equatorward edge of the auroral zone during periods
of h:gh activity.

The energy input from Joule heating has not been as well studied because it can not be measured as
easily or as directly. However, Joule heat represents 60% to 90% of the energy input from the magnetosphere.

At AFGL, recent efforts has been made to measure Joule heat and to prepare a survey of the average quantity

of Joule heat input as a function of location, geomagnetic activity and season. This is done by calculating the
height-integrated conductivities and ionospheric currents from DMSP data. The conductivities are obtained
from the measured precipitating electrons and from a model of the conductivity created by EUV radiation.
The ionospheric currents are obtained from the measured field-aligned currents and an assumption that the

majority of field-aligned currents are locally connected by Pedersen currents.

While all recent DMSP satellites have instruments to measure precipitating electrons, only the DMSP F7
satellite, which operated from Dec 83 to April 88. has a magnetometer to measure the field-aligned current.

Joule heat values from individual passes of the DMSP F7 satellite have been obtained and compared with
average values obtained by others. The comparisons are good and efforts are now underway to compile a
Joule heat data base from which a statistical survey will be obtained.
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s,.ntations of thle patt,'rrn ,f atr,,ral ,'ergy flux, number flux and conductivity." submitted to J.

8 - 47



DULAIEfikSI4IERIC INJs SRCr-ION

Nelson C. Maynard

Input data for use in density model.s for prediction purposes is
available from diverse sources and locations. However, specification of
what data is needed depends on the length of the prediction interval.
Table 1 specifies the primary location of sources of data that mist be
considered for particular distances into the future for predictions. A
history of data from closer to the source, i.e. the sun, is always useful
no matter how far we nrist look forward.

Severa! nmeasurement capabilities already in place or planned provide
the basis for specification and short term prediction. The thermal plasma
and energetic particle measurements now operational on lIvSP along with the
mngnetor-ter to be operational on future 1IMP spacecraft provide the duta
necessary for continuous nmnitoring of the magnetospheric energy input into
the high latitude thernxsphere as well as the magnetospheric convection
driving force for neutral winds. The solar X-ray instrument planned for
the G0OES spacecraft extends into the far UV region to provide limited solar
UV input data to determine the conductivity in the ionosphere caused by
direct solar illumination. An extension of the range in the UVwould be
desirable as different wave lengths ionize different molecules and thus
affect various altitudes differently. Monitoring the solar wind at tie
point where the Earth's gravitational pull is balanced by the Sun's in
front of the Earth (libration point) is in the planning stage but not
funded. These measurenents of interplanetary magnetic field and solar wind
paran-ters, which affect the size and shape of the magnetosphere as well as
energy flow within the magnetosphere-ionosphere system, are critical for
accurate short term forecasting.

The degree of uncertainty in predictions is always going to increase
with the length of the prediction until our knowledge of the physical
processes improves. For short time scales this is mitigated by the fact
that the neutral atmosphere serves as an integrator of the forcing
functions. Thus, inputs from near Earth measurements over the previous

4 several hours can now be used for real tinre specification and limited sho:t
term prediction. Libration point monitoring of the solar wind velocity and
interplanetary magnetic field will extend the prediction capability
significantly. A better understanding of the physics in the N~tole chain

* from. the Sun to the near Earth atmosphere as well as physical processes on

the Sun will be necessary in addition to solar measurements for accurate
long term prediction.
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Table 1: Sources of Input Data for Density Prediction

Prediction Data Sources or Theory Needs
Interval

12-72 Hrs Better Understanding of Solar
Processes

Solar MWnitoring

4-12 tlrs Libration Point Monitor
Solar Wind
IwF

1-4 lIrs Direct Input NMnitors Such as IU&SP

8 0
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9. SUMMARY AND CONCLUSIONS

After extensive discussions of many of the issues pertaining
to the Workshop, the session chairmen developed several overall
conclusions regarding the status of density and drag models and
possible future progress in this area.

The density specification accuracy of semi-empirical models
has reached a plateau of about 15%. Further significant progress
using this approach is likely to be at a slow rate. The
requirements for further improvements using this approach were
summarized as follows:

a) There is an important need for additional well-calibrated
data sets to provide standard references for further comparisons.
Instruments need to be carefully optimized to allow for drifts,
cross-calibrations, ground-truth measurements, etc. There is a
need for redundancy in measurement techniques.

b) Existing data sets used within semi-empirical models need
to be critically tested to verify consistency. Poorly calibrated
and inaccurate data should be removed from the models.

c) Data sets should be continually examined to determine
whether unmodeled systematic variations occur in the atmosphere
that can be incorporated explicitly into the semi-empirical
models.

d) The effects of neutral wind motions should be taken into
account when incorporating data into semi-empirical models.

e) Hybrid approaches involving the simultaneous use of semi-
empirical techniques as well as numerical modeling calculations
should be pursued.

The workshop participants felt that further work was required
to determine the absolute limit on accuracy imposed by the
stochastic nature of the thermospheric medium. They also felt that
in the short term the tools existed to make significant inroads
towards the provision of a more accurate density specification
model. These tools include the Thermosphere General Circulation
Models (TGCM), and hybrid schemes such as the Vector Spherical
Harmonic approach described by Killeen at this meeting. It was
recognized that the AF does not presently have the capability to
run a full TGCM operationally. However, there are clear areas
where TGCM's can provide reliable inputs now. An intermediate
quasi-analytic/empirical approach along the lines of the VSH
formalism was suggested as an initial step. This would provide
a base for building in additional sophistication as our
capabilities improve.

A long-term program must be laid out showing how new
developments in TGCM modeling can be incorporated into the
operational systei1 . It must be a planned step-by-step process
involving operational people and scientiEts. For the longer term,
since the scientific problem was felt to be a multifaceted one,
an attack on a broad front would be needed to improve the basic
understanding of the reqion. This approaoh would "Ivo&; L both
theoretical and experimental elements. It was therefore suggested
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that a coordinated program in density specification be initiated,
involving scientists from several institutions. The elements of
the program would be the following:

a) A density specification spacecraft mission, comprising
redundant, well-calibrated instruments, together with supporting
observations from DMSP and NOAA/TIROS, as well as ground-based
measurements, such as LIDAR and incoherent scatter radar
observations.

b) An investigation of gravity waves and tides to establish
theoretically and experimentally the ground-floor variability.

c) An effort to compare TGCM calculations with experimental
observations, to validate the TGCM in various regions of the
atmosphere, leading to an improved theoretical understanding.

d) An effort to improve semi-empirical models (e.g. the
Vector Spherical Harmonic approach) through continued critical
evaluation of the existing data resource and the incorporation of
additional well-calibrated data from the ADS density specification
mission.

e) An effort to improve the quantitative specification of
magnetospheric and solar thermospheric forcings through
observations and theory.

f) A science team approach to the interpretative problem,
with focussed workshops.
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ATMOSPHERIC DENSITY AND SATELLITE DRAG
MODELS FOR AIR FORCE OPERATIONS

ATTENDANCE LIST

NAME ADDRSS PHONE NUMBER

Richard Altrock AFGL/PHS, Sunspot, NM 505-434-1390
AV-867-7542

Dave Andei son Hanscom AFB/AFGL/LIS 61 7-3 77-3 482

G. Anderson Hanscom AFB/AFGL/OPI 61 7-3 77-2335

John Ballenthin Hanscom AFB/AFGLJLID 617-3 77-3 755

Jim Bass Radex, Inc., Lexington, MA 61 7-862-1 717

C. L, Belt HQ AWSiDOSP Scott AFB, IL 618-256-5847

Kris Bhavnani Radex, Inc., Lexington, MA 617-862-1717

Go A. Bird Univ. Sydney, Australia 61 - 2-68 2- 23 4 2

R. C. Blanchard NASA-LRC, Hampton, VA 804-865-3031

Herbert Carlson Hanscom AFB/AFGL/LIS 617-377-2458

K. W. Champion Hanscom AFB/AFGL/LY 617-3 77-3033

Matt Colello DET 3 HQAWS 408 - 752-3 902

M. G. Coleman AFGWC/WSE, Offut AFB, NE 68113 402- 59 2-5483

R. Cormier Hanscom AFB/AFGL/XOP 617-3 77-3606

A. Coster MIT Lincoln Lab. 617-865-5500
X 5658

O. Cote EOARD, BOX 14 FPONY 09510 AV-235-4437

P.Dao Hanscom AFB/AFGL'LID 61 7-377-2081

George R. Davenport 4th Weather Wlng/DN Peterson AFB AV-692-7750

W. Denig Hanscom AFB/AFGL/PHK 6 17- 3 77- 2933

Richard Donnelly NOAA Boulder, Colorado 303 -497 -5100

David Evans NOAA/SEL Boulder, Colorado 3 J -497 -3269

9 - 5



NM& IUQ I.E NUIMBER

Cassandra Fesen LASP/U. of Colorado 303-492-6423

George Fichtl NASA Marshall Space Flight Cntr. 205-544- 1626

Jeff Forbes Boston University 617-353-9846

J. C. Fox KMS Fusion, Ann Arbor, MI 313-769-8500

K. Fukui Hanscom AFB/AFGL/LIU 617-3 77-4281

Charles Gallagher Hanscom AFB/AFGL/LID 61 7-377-8758

Garth Gerber KMS Fusion, Ann Arbor, MI 48108 313-769-8500

D. Gillette Hanscom AFB/AFGLULIS 61 7 -377- 3039

D. Grantham Hanscom AFB/AFGL/LYA 61 7- 3 77 -2982

Maura Hagan MIT Haystack Observatory, Westford, MA 61 7-692-4761
X 5628

P. B. Hays Univ. Of Michigan 313-764-7220

A. E. Hedin NASA/GSFC Greenbett, MD 301 -286 -8393

M.P. Hickey USRANNASA MSFC, ED 44, Huntsville, AL 205-544-5692

B. J. Holmes NASA Langley Res. Ctr., Hampton, VA 804-865-3247

H. L. Hooper CSC, Silver Spring, MD 301-589-1545

Thomas Jacobs AFWALFIGD WRIGHT PATTERSON AFB 513-255-4618

John Jasperse Ha'scom AFBVAFGL/LIS 617-377-5090

Dale Johnso" NASA/MSFC/ED44 205-544-1665

Roberta Johnson SRI International, Menlo Park, CA 4 1 5-859-21 65

Steve Johnson DET 1, 2WS, Wright Patterson AFB AV-785-2208
513-2b5-2208

JoAnn Joselyn NOAA/SELISESC, Boulder, CO 3 03 -49 7-51 47

C. G. Justus Geophysics Science GATEC4, Atlanta, GA 404 -894-3 890

Gerald Karr Univ. of Alabama Huntsville 205 -895- 6330

David Kayser Aerospace Corp. Los Angeles, CA 2 13 -336 -701 6

S. L. Kell Hanscom AFB/AFGL.PHS 505-434-1390
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NAME ADR,'ý PHONE NUMdBER

Tim Killeen Univ. of Michigan, Ann Arbor, MI 313-747-3430

Wayne Klemetti Hanscom AFB, AFGL;LID 617-377-8767

Francis Kneizys Hanscom AFB/AFGL/OPI 617-377-3 654

Steve Knowles NAVSPASUR 703 -663 -8191

James Koermer AFOSR/NC 202-767-4960

Michael Kraus Hanscom AFB/AFGL/LYA 617-377-2475

Tom Kyle Hanscom AFB/ESD/WE 617-3 77-2015

Ruth P. Liebowitz Hanscom AFB/AFGL/SULI 617-377-3643

Joseph Liu AFSPACECOMWDOA, Peterson AFB, CO 303 -554-5467

Frank A. Marcos Hanscom AFB/AFGL/LIS 617-3 77-3037

Nelson Maynard Hanscom AFB/AFGL/PHG 617-377-2431

Bob McCoy NRL 202-767-6109

Ross T. McNutt Hanscom AFB/AFGL/LID 617-377-8 756

Larry Mendenhall AWS/OL-F AV-833-771 9

John G. Miller USAFETAC/DNE Scott AFB, IL 62225 618-256-5211

John N. Moss NASA-LRC, Hampton, VA 804-865-3 770

Steve Musto AFWALIWE AV-785-5496

J. Nicholson NASA Langley Research Cntr., Hampton, VA 804-865-3031

Daniel O'Connor MIT Lincoln Laboratory

Bill Oliver MIT Haystack Observatory, Westford, MA 617-692-7750

W. H. Parkinson Harvard-Smithsonian 617-495-4865

Russ Philbrick Hanscom AFB/AFCL../LID 617-377-4944

R. H. Picard Hanscom AFB/AFGL/I.SI 617-377-2222

D. Rault SAIC, Mclean, VA 703 -821 -4596

David Rees University College London England 01-387-8341

Frederick Rich Hanscom AFB/AFGL/PHG 617-377-2431
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NAME ADDFE5 INUMER

E. Robinson Hanscom AFB/AFGL/LCY 61 7-3 77-3 840

R. G. Roble HOAINCAR, Box 3000, Boulder, CO 303-497-1562

Chris Roth Radex, Inc. Lexington, MA 61 7-862-1 717

Paul Rothwell Hanscom AFB/AFGL/PHG 61 7- 377-2432

Allen Rubin Hanscom AFB, AFGL/PHK 61 7-3 77-2933

H. R. Rugge Aerospace Corp., Los Angeles, CA 213-336-7086

Joe Rutherford KMS Fusion, Inc. 713-481-1671

Rita Sagalyn Hanscom AFB/AFGI/PH 617 7-377-3227

J. E. Salah MIT Haystack Observatory, Westford MA 617-692-4764

Mark Sands SAIC Mclean, VA 703-749-8645

Crystal Schaaf Hanscom AFB/AFGL/LYA 6 17-3 77-2963

Tom Schott AWS/DNXP, Scott AFB, IL 618 -256-4781
AV-576-4781

R.W. Schunk Utah State University, Logan, UT 801 -750-2974

Ramesh Sharma Hanscom AFB/AFGL/LSI 617-377-4198

W. E. Sharp Univ. of Michigan, Ann Arbor, MI 313-763-6200

M.A. Shea Hanscom AFB/AFGL'PHP 61 7-377-3977

Dwight Sipler Hanscom AFB/AFGL/LID 617-377-3045

Jack Slowey SAO Cambridge, MA 617-4 95-7214

R. E. Smith 125 Westbury Drive, Huntsville, AL 205-881 -5190

J. M. Straus The Aerospace Corp., Los Angeles, CA 21 3-336-8182

William Swider Hanscom AFB/AFGL/LID 617-377-3891

Tom Tascione HQ MAC/XPPT 618-2 56 -2351

C. R. Tschan AWS/DNXP Scott AFB, IL 618- 256 -4781

D. J. Thomas KMS Fusion Inc., Ann Arbor, MI 313-769-8500
X 511

Kent Tobiska LASP, Boulder, CO 303-492-6527
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NAME ADE9 PHONE NUMBER

J. W. Usry NASA Langley Research Center 804-865-3274

Bob Vincent Hanscom AFB/AFGL/LIS 617-3 77-3476

William J. Wagner NOAA/Space Environment Lab. Boulder, CO 303-497-3274

R. L. Walterschield Aerospace Corp., Los Angeles, CA 213 - 3 3 6 -73 5 2

J. Winick Hanscom AFB/AFGL/LSI 617-3 77-3619

S. Zimmerman Hanscom AFB/AFGL/LIS 617-3 7 7-3 9 7 6
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